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Progress in the understanding of the HþH2 reaction and its isotopic variants is reviewed
with special attention to the achievements of the last decade. The detailed agreement between
theory and experiment attained during this period is emphasized and major experimental and
theoretical advances are highlighted. The excellent description of most experimental findings,
from state-resolved cross sections to thermal rate constants, provided by the available quantum
mechanical treatments, as well as the good overall behaviour of classical mechanics are
underlined. Debated issues on short-lived complexes and delayed scattering, resonances and
interferences, or geometric phase effects are extensively discussed. Finally, the state-of-the-art
is summarized and prospects for future research on this prototypic system are presented.
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1. Introduction and scope

The simplest hydrogen-atom exchange reaction has been the prototype of all the
theoretical and many experimental methods aimed to unravel the detailed mecha-
nism of reactive collisions. Although dynamical studies on the system started in
the late 1920s, the first accurate quantum mechanical (QM) calculations appeared
in the mid 1970s and were restricted to the symmetric HþH2 isotopic variant.
The first ab initio potential energy surface was published a few years later and
full dimensional and converged QM calculations for deuterated isotopic variants
had to wait till the end of the 1980s. Given the lightness of the nuclei involved
in this reaction, one would intuitively expect QM effects to be important.
However, the nuclear dynamics turns out to be largely classical as demonstrated
in many calculations since the mid 1960s. The overall good behaviour of classical
mechanics, as well as its limitations close to threshold are discussed throughout
the paper.

Experimental difficulties precluded the measurement of state resolved differential
cross sections (DCS) till the mid 1990s. In spite of the efforts by many groups, the
experimental results lagged behind the theoretical predictions for a long time, and
this situation stimulated important experimental developments involving especially
molecular beams and laser spectroscopic techniques.

Decisive progress, bridging finally the gap between calculations and measurements,
has been achieved during the last ten years, and this is the period treated more
extensively in the review. At present, a very good agreement between theory and experi-
ment, and thus a sound understanding of the dynamics, exists from the level of
internally state resolved DCSs to that of thermal rate constants in the 0.27–2.7 eV
collision energy interval, whose limits correspond, respectively, to the threshold for
reaction and to the conical intersection between the two first electronic states of H3.
In later times, investigations within this range of energies have concentrated on the
search for subtle features like dynamical resonances or geometric phase effects,
that do not play a significant role on the overall dynamics, but provide a strict test
of the most precise theoretical treatments of reaction dynamics. As it will be
seen, the identification of these effects and its actual physical origin remains in general
controversial.

This review is organized as follows: In Section 2 a historical perspective of
research till the beginning of the 1990s is given. Section 3 describes the convergence
between detailed experimental and theoretical results achieved essentially since 1995.
The next four sections are dedicated to specific issues that have been and, to a greater
or lesser extent, still are debated subjects in the field. Section 4 focuses on the relation
between features of the forward scattering and characteristic reaction times. Section 5 is
centered on studies about the nature and likely experimental manifestations of reso-
nances and interferences. Section 6 addresses the possible role of geometric phase
effects on the dynamics, and Section 7 deals with recent measurements of rotational
state distributions of reactive and inelastic scattering. The review closes with a section
in which the present knowledge, including open issues, is summarized and some
interesting aspects offering prospects for future research are outlined.
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2. Historical perspective

All major theoretical advances in the field of gas-phase kinetics and reaction dynamics
have used the hydrogen-atom exchange reaction as a benchmark. The concepts of
potential energy surface [1] and transition state [2, 3], as well as the first methods for
accurate dynamical calculations both classical [4] and quantum mechanical [5, 6]
were developed using the HþH2 reaction. Progress in the knowledge of this reaction
from the twenties to the eighties is covered in detail in a series of good general reviews
[7–11] and only a brief account of research prior to the 1990s will be given here.

The adequacy of the H3 system, with just three nuclei and three electrons, for the
performance of theoretical calculations was always evident. In addition, the first excited
H3 state lies at a sufficient high energy to justify an adiabatic treatment of the ground
state. Dynamical calculations at the energies characteristic of chemical reactions (from
fractions of a eV to several eV) are usually done by solving the nuclear motion problem
on an adiabatic electronic potential energy surface (PES). The first systematic theoreti-
cal study was carried out in 1965 by Porter, Karplus and Sharma [4] using
classical mechanics and a semiempirical PES of the London-Eyring-Polanyi-Sato
(LEPS) type [12]. Although the method and the surface were only approximate,
the main characteristics of the dynamics were already established in this pioneering
work: the HþH2 reaction takes place on a repulsive PES and proceeds basically
via a direct interaction mechanism without formation of a long-lived complex. The
lowest energy reaction path corresponds to a collinear nuclear geometry, but even
for this orientation the threshold is high (�0.27 eV). The reaction cross section was
found to rise monotonically from this threshold to an asymptotic value of about
1.2 Å2 for collision energies higher than �1.5 eV. The thermal rate constants, k(T ),
for reaction were consequently very small (of the order of 10�13 cm�3 s�1 at
T¼ 600K). These values have been later refined, but the essential picture has remained
unchanged.

A number of approximate quantum mechanical (QM) methods were used for
dynamical calculations during the 1970s and early 1980s. Approximations used in
these approaches included the use of distorted waves, the uncoupling of certain rota-
tional or bending motions, reduced dimensionality or a limitation in the value of the
initial angular momentum (i.e. in the number of partial waves) considered. A discussion
of these results is beyond the scope of this review. An extensive description of QM
approximate methods can be found in [13].

The first fully ab initio PES, termed LSTH, was published in 1978 [14, 15].
Approximately a decade later, two refined versions of the H3 potential surface,
termed, respectively, DMBE [16] and BKMP [17], had been reported and accurate
(i.e. three dimensional, 3D, and fully converged) QM calculations had been performed
by several groups who had developed various approaches, including the use of
hyperspherical coordinates or the application of variational principles, for the solu-
tion of the time-independent (TI) Schrödinger equation [18–25]. Progress in the
quantum mechanical theory of reactive scattering until 1990 was reviewed by Miller
[26]. The increase in the precision of the theoretical calculations stimulated a search
for ‘subtle’ dynamical features, usually of a quantal nature, like tunnelling, resonances
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or non-adiabatic effects. Much theoretical work was devoted to methodological issues
and will not be discussed here. The comments in this review will be restricted mostly
to theoretical results that can be directly compared with experiment.

From an experimental point of view the situation is much more problematic: the high
barrier and a small effective reaction cross section, as well as the lack of dipole moment
of hydrogen atoms or H2 molecules and the fact that their electronic absorption spectra
lie in the vacuum UV, complicate the state-specific preparation of the reagents and the
detection of the products. In general, isotopic labelling, usually with deuterium, has
been employed in the experiments to distinguish reagents from products. The most
stringent test of theoretical predictions requires the measurement of differential cross
sections (DCS) for selected quantum states of the reagents and resolved into the quan-
tum states of the products. During the 1980s, many efforts were dedicated by different
groups to the measurement of integral and differential cross sections with increasing
angular and/or state resolution (see [10, 11] and comments below). However, these
experiments did not allow, as a normal rule, the determination of absolute values of
the cross sections. In this respect, conventional bulk measurements of thermal rate
constants proved specially useful. Most of the experimental information about the
energy barrier for reaction, the reactivity close to threshold or the actual reactive size
were derived from this kind of measurements.

Kinetic studies on the reaction started in the 1920s and 1930s, and consistent values
of the thermal rate constants were published in the 1960s and 1970s for the DþH2 and
HþD2 reactions (see [11, 27, 28] and references therein). These thermal rate constants
could be compared to the results of different theoretical calculations on the available
ab initio PESs. A reasonable agreement with experiment was obtained in quasi-classical
trajectory (QCT) calculations [29] performed on the LSTH PES for temperatures lower
than 600K. Good accordance with the measurements was also found using variational
transition state theory (VTST) with tunnelling corrections [30–32]. Further experiments
were carried out at low [33] and high [34, 35] temperatures. In 1990 the experimental
k(T) spanned a temperature range from �200 to 2000K. In the T � 200–900K
interval, the measured values were in good agreement with the calculations of Park
and Light [36], who used a full dimensionality QM method, and with the reduced
dimensionality calculations of Bowman and co-workers [37], but the calculated rate
constants deviated gradually toward lower values at higher temperatures, the deviation
being surprisingly larger for the results of the more rigorous theoretical procedure.

At the lower end of the temperature range, the possible influence of tunnelling in
the observed rate constants was an important issue during the 1980s [38]. Tunnelling
corrections were applied by Mayne and Toennies [29] to their QCT results for the
HþH2 isotopic variant in order to improve the agreement with the measurements,
but even without this correction the classical results were reasonable, especially for
DþH2 and HþD2. This fact was attributed to a lucky cancellation of errors [38] in
the QCT calculations: the lack of zero-point energy (ZPE) in the classical description
was supposed to compensate the absence of a tunnelling contribution. An even lighter
mass combination, especially adequate for the investigation of tunnelling and ZPE
effects, was provided by the MuþH2 isotopic variant of the reaction (muonium,
Mu, is nearly nine times lighter than H). The QCT rate constants [39] were larger
by more than an order of magnitude than those from experiment [40], which were
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in turn well reproduced by a coupled states (CS) QM treatment [41]. The failure of the
standard QCT method to describe the MuþH2 reaction is mostly due to the high ZPE
of the product molecule, MuH, and to a lesser extent to the neglect of the ZPE at the
transition state. With the usual binning procedure applied for the assignment of the
final product quantum states, the number of trajectories counted as reactive but leading
to products’ energies much lower than that of the ground state of MuH, is large. In this
case, and in others with a comparatively high products’ ZPE, the use of ‘reverse’ trajec-
tories and the application of the microreversibility principle removes a significant part
of the disagreement between the QCT and QM cross sections (see discussion in [39, 42]).
With the exception of the MuþH2 isotopic variant, the QCT approach has been found
to perform quite well for the study of the reaction dynamics of the H3 system, as will be
seen throughout this review.

Whereas the overall agreement between theory and experiment in the k(T) was
never too bad for ground state reagents, a noteworthy discrepancy was found in the
reaction with vibrationally excited (v¼ 1) hydrogen molecules (see [10, 11] and refer-
ences therein), where the rate constants measured at different laboratories were much
higher than those from the calculations (both classical and quantum mechanical).
The controversy was finally settled in favour of theory by new and more resolutive
measurements [43, 44].

Differential reaction cross sections without internal state resolution were determined
in a series of crossed molecular beam (CMB) experiments, using mostly mass spectrom-
etric detectors. These experiments were gradually improved since the 1970s [44–49].
QCT calculations on the LSTH PES [29, 47] produced center-of-mass (CM) DCSs
having maxima in the backward direction with respect to the incoming atom, that
became gradually broader as the collision energy increased and more non-collinear
atomic configurations contributed to the reaction (unless otherwise stated we will
refer to HD scattering and keep this definition of the backward direction). The angular
and, eventually, the velocity distributions of these experiments could be well reproduced
with the mentioned QCT results [29, 47]. Towards the end of the 1980s, highly mono-
energetic beams of hydrogen atoms were generated by laser photolysis of a precursor
and this allowed the partial resolution of vibrational states in the time-of-flight
distribution of the angle-selected product molecules [48, 49]. A brief description of
the technical problems that had to be overcome during these years can be found for
instance in [11, 50]. The simulation of the CMB measurements of Buntin et al. [48]
with the accurate QM calculations of Zhang and Miller [21] and of Zhao et al. [51]
showed some discrepancies that were attributed to deficiencies of the PES. Smaller dif-
ferences were found between theory and the experiment of Lee and co-workers [26, 49].

State-specific integral cross sections and rate constants, as well as rovibrational
distributions, Pðv0, j0Þ, of the reaction products without angular resolution, were
measured during the 1980s by different groups in bulk experiments (see, for instance
[10, 11, 52–62] and the references therein). These experiments used a combination of
laser techniques, including UV photolysis for the generation of the reacting atoms,
Raman pumping for the selection of rovibrational states of the reagent molecule, and
laser induced fluorescence (LIF) [52, 53], Coherent Antistokes Raman spectroscopy
(CARS) [54–57], or resonance enhanced multiphoton ionization (REMPI) [58–62] for
the state selective detection of the products. The delay between photolysis and probe
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lasers was suitably chosen to guarantee single collision conditions. All these experi-
ments used fast (translationally ‘hot’) atoms and the characteristic collision energies
were well above the threshold for reaction. A global good agreement was found
between these measurements and the results of QM [25, 51, 62–65] and, to a somewhat
lesser extent QCT [66–70] calculations (the classical rotational distributions were always
slightly hotter than those from QM and experiment). The small differences between
theory and experiment were again mostly attributed to possible inaccuracies of the
PES. However, sometimes noteworthy discrepancies, usually related to the possible
experimental identification of QM effects, were found and gave rise to interesting
debates stimulating further theoretical and experimental work. The two cases that
have been of highest relevance for the studies of the reactive dynamics of HþH2

over the last fifteen years will be briefly commented on here.
Some of the CARS experiments of the group of Valentini [54–57] on the

Hþ p-H2 ! o, p-H2(v
0, j0Þ þH reaction led to sharp variations of the cross sections

for the production of specific v0, j0 states as a function of collision energy. They were
interpreted as a manifestation of Feshbach resonances by the authors. Scattering reso-
nances for this system had been obtained in 3D QM calculations for low values of the
total angular momentum [71], but accurate calculations by several groups [22, 24, 26,
72, 73] indicated that the resonance structure should not survive the partial wave sum-
mation needed to reproduce the experimental conditions. Ultimately, a REMPI experi-
ment by the group of Zare [59] demonstrated the absence of sharp structures in the
cross section. It was then generally accepted that scattering resonances would not
show up in the energy dependence of the integral cross section. However the search
for other manifestation of resonances, that would be experimentally observable, con-
tinued. Miller and co-workers [74, 75] showed that a structure, possibly due to a
broad resonance (i.e. with contributions from several values of the total angular
momentum) was indeed observable in the energy dependence of the v0, j 0 state-resolved
DCSs at low j0 values. This structure is manifest in a 3D representation of the DCS
vs. total energy, E, and CM scattering angle, �, where it takes the form of a ridge
moving from backward to forward scattering over the �0.3–1.4 eV collision energy
range (see, for instance figure 7 of [75]). A detailed QCT study [76] led also to a similar
ridge structure, albeit less marked, showing that the effect was not purely quantum
mechanical. The nature of the short-lived classical complexes and its relation to the
analogous QM structures gave rise to a series of theoretical and experimental works
that will be discussed in detail in Section 4.

Another interesting discrepancy was found between the product rotational state
distribution measured by Zare and co-workers [60] for the DþH2(v¼ 1, j¼ 1)!
HD(v0 ¼ 1, j0)þH reaction at a collision energy, Ecol, of 1.0 eV, and the theoretical
results. The observed Pð j0Þ for HD(v0 ¼ 1, j0) had a peak at significantly lower j0 than
those from QCT and QM theoretical calculations [24, 64, 65]. This situation was partic-
ularly upsetting since, as commented on above, good agreement was found in general
between the products’ rotational distributions from experiment and theory for the dif-
ferent isotopic variants, over a wide range of collision energies and internal states of the
reagents. In a first moment, experimental problems associated with the use of DBr as
photolytic precursor of the D atoms, were deemed responsible for the discrepancy.
The DBr was substituted by DI, the pump/probe experimental scheme was improved,
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and new measurements, including one at a similar (but not exactly the same) energy as
that of the dubious experiment, were carried out and were found to be in good agree-
ment with QM wave packet calculations [61, 62]. However, the polemical experiment
just mentioned [60] was to be reinterpreted, in the light of new theoretical results, as
an effect of the geometric phase (GP) in the dynamics [77, 78]. This interpretation
has also led to a long controversy that will be discussed more thoroughly in Section 6.

3. Towards a detailed agreement between theory and experiment

In 1991, Welge and co-workers [79] measured the D atom reactive scattering of
the HþD2 !HDþD reaction using a novel technique developed at the University
of Bielefeld [80] in which lasers were used both for the production of the H reactive
atoms and for the detection of the D product. In particular, the H atoms were generated
by laser photolysis of HI. This procedure provided a group of ‘slow’ H atoms,
associated with the production of I(2P1=2), and a group of ‘fast’ H atoms, corresponding
to the production of I(2P3=2). A suitable choice of the laser polarization allowed the
selection of slow or fast atoms for reaction. By using the fourth harmonic (266 nm)
of a Nd:YAG laser, the respective collision energies were 0.54 and 1.29 eV. For the
analysis of the products, the nascent D atoms were promoted to an excited metastable
Rydberg state (Rydberg ‘tagging’) by two photon (VUV plus UV) absorption in the
reaction zone. The Rydberg atoms were then allowed to fly until a rotatable detector,
where they were field ionized. A scheme of the experimental set-up is shown in figure 1.
From the angle-selected time-of-flight spectra of the scattered D atoms, the internal
state distribution of the corresponding HD molecules could be derived. In this first
version of the experiment only vibrational state resolution was possible.

In 1993, Kitsopoulos et al. [81] performed a pioneering experiment on the same
reaction using a similar photolysis scheme, and thus the same collision energies, but
a different detection procedure, based on the REMPI technique. The product D
atoms were ionized by 2þ 1 REMPI, extracted and projected onto a microchannel
plate (MCP) detector coupled to a phosphor screen. The phosphorescence was then
imaged onto a CCD camera, yielding an angle-velocity polar map of the reaction in
a direct way. This reaction product imaging (RPI) technique provided a global picture
of the reactive scattering in a nearly straightforward manner, but had a relatively
low resolution since the images were blurred by the use of grids in the extraction and
acceleration plates of the Wiley-McClaren time-of-flight (TOF) type spectrometer.
This was the imaging setup used before the introduction of the velocity mapping tech-
nique by Eppink and Parker in 1997 [82] and the slicing imaging technique by
Kitsopoulos and co-workers [83], Liu and co-workers [84] and Suits and co-workers
[85]. In fact HD, internal states could not be resolved in this experiment. Besides, the
angular distribution had to be recovered by an Abel transformation from a two dimen-
sional projection of a three dimensional reactive sphere.

The data of the two experiments were simulated with the results of QCT and accurate
QM calculations [86, 87]. Additional comparisons between QM, QCT and experiment
at the same collision energies were reported in [88, 89]. In general, good accord with
small differences was found between QM and QCT total and vibrationally state
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Figure 1. Upper part: Scheme of the experimental set up used by the group of Bielefeld [91, 92]. Lower part:
Kinetic energy spectra of the D atoms scattered in the HþD2ðv ¼ 0, j ¼ 0Þ !HD(v0, j 0)þD reaction at
Ecol¼ 1.28 eV. The three panels correspond to three laboratory scattering angles. The middle trace cor-
responds to the experimental measurements, the lower trace to the QM simulations (at Ecol¼ 1.30 eV) on
the LSTH surface and the upper trace to QCT simulations on the same PES [91]. The energies of the various
rovibrational levels of HD accessible in the experiment are also indicated. Reprinted with permission
from [91]. Copyright 1995 American Association for the Advancement of Science.
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resolved DCSs. The comparison of both theoretical approaches with the lower resolu-
tion ion imaging experiment [81] showed only qualitative agreement with appreciable
discrepancies, in particular, the velocity distributions derived from the measurements
were broader with maxima at lower velocities than the theoretical ones, and the CM
DCSs presented a marked peak, especially at Ecol ¼ 1:29 eV, that was not reproduced
in the theoretical calculations. In contrast, the agreement between experiment and
theory was very good in the case of the vibrationally resolved Rydberg atom TOF
spectra [79–87]. Again in this case, the polemical peak in the lower resolution experi-
ment was later attributed to an effect of the geometric phase in the reactivity [90],
but this interpretation has also been questioned (see Section 6).

The Rydberg atom ‘tagging’ technique was further improved and in 1995,
angle-selected fully state-resolved TOF spectra of the D atoms produced in the
HþD2(v¼ 0, j¼ 0)!HD(v0, j0)þD reaction at a collision energy of 1.29 eV were
published by Schnieder et al. [91]. These measurements represent, to the present day,
the state-of-the-art experimental resolution in dynamical studies not only of the
hydrogen-atom exchange reaction, but also of other elementary reactions yielding
hydrogen atoms. In the same article, the measurements were simulated with the results
of QCT and accurate QM calculations performed on the LSTH surface. As shown in
figure 1, the QM simulations could reproduce very well the measured TOF spectra
and the QCT simulations were only slightly worse. The extraordinary quality of the
measured data allowed the determination of experimental fully v0, j0 resolved DCSs
in the CM system [92] and made possible a direct comparison with the predictions of
theoretical calculations [92, 93]. Within the angular range sampled by the experiment
(corresponding to � � 180�408) the agreement between the experimental and the
QM DCSs was excellent; furthermore essentially all the details of the v0, j0 DCSs
were also found in the QCT calculation with minor quantitative discrepancies.

The very good accordance obtained in these rigorous comparisons increased the con-
fidence, both in the quality of the PES and in the theoretical approaches used for the
solution of the dynamical problem. The good behaviour of the QCT method, at least
for this relatively high collision energy, was encouraging given its computational advan-
tages and its great interpretative power. In addition, classical results are necessary for
the identification of possible QM effects in the dynamics. The limitations of the
quasiclassical treatment when threshold or ZPE effects are relevant were discussed in
the previous section. A detailed appraisal of the QCT method based on an extensive
comparison of QCT calculations (from state-resolved cross sections to thermal rate
constants) with QM and experimental results for various elementary reactions can be
found in [93, 94].

By changing the energy of photolysis of the HI precursor, the group at Bielefeld used
the Rydberg ‘tagging’ technique during the second half of the 1990s for the measure-
ment of v0, j 0 resolved DCSs for the HþD2(v¼ 0, j¼ 0) reaction at selected collision
energies between 0.52 and 2.67 eV [95–99]. In all cases the measurements were in
good agreement with the results of QCT and accurate QM calculations and in some
instances they were decisive to clarify existing discrepancies as will be shown later.
Figure 2 illustrates the almost quantitative agreement observed between experiment
and QM calculations on the BKMP2 PES [100] at a collision energy of 2.2 eV and
the good performance of the QCT approach. Figure 3 shows the impressive comparison
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of experimental and QM state-resolved angle-velocity polar map, summarizing the
global dynamical information about the reaction at this energy. Note again that the
CM angular range accessible to the experiment is limited to �0 408. The various
ab initio PESs available in the literature [14–17, 100] were of sufficient accuracy to
account for the results at the higher collision energies (>1 eV) sampled in the molecular
beam experiments. However, very careful measurements around Ecol¼ 0.5 eV [98]
allowed a detailed appraisal of the quality of the different PESs, as discussed later.
Further experiments using the Rydberg ‘tagging’ technique have been performed
more recently by Yang and co-workers [101–104] on the HþHD and HþD2 isotopic
variants of the reaction. In contrast with the experimental set-up at Bielefeld, these
new measurements could access very low CM angles and provided a most valuable
information about the forward scattering of the product molecules.

Figure 2. Centre-of-mass differential cross sections for reactive scattering into selected rovibrational states
of the HD molecules generated in the HþD2(v¼ 0, j¼ 0)!HD(v0, j 0)þD reaction at Ecol¼ 2.2 eV [99]. Solid
squares with error bars: experimental data. Solid lines: QM calculation on the BKMP2 PES. Dashed lines:
QCT calculation on the same surface.
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Since 1999, state-resolved DCSs for the HþD2!HD(v0, j0 )þD reaction were also
derived by Zare and co-workers [105–113] with a different experimental technique
[114, 115] termed photoloc. The name of this technique is a synthesis of its two main
elements: the reaction is initiated by laser photolysis in a free jet co-expansion of a suit-
able H atom precursor, like HBr or HI, and reagent molecules, D2, and then the law of
cosines is used to relate the product laboratory velocity distribution to the CM differ-
ential cross section. The REMPI-TOF technique with core extraction [116] is used
for the detection of the HD(v0, j0) product molecules. The method is experimentally
less demanding than the Rydberg atom ‘tagging’ TOF technique and provides reliable
rovibrational states distributions, but the DCSs are inferred in a more indirect way and
the angular resolution is comparatively poor.

During the 1990s, progress in the methodology of quantum reactive scattering contin-
ued [117] and higher collision energies were gradually accessed. After 1995, most time-
independent dynamical calculations for HþH2 have used hyperspherical-coordinate
methods [90, 99, 101–104, 108, 112, 113, 118–129] for which a general and very
efficient code has been released [130]. Important methodological advances in wave

Figure 3. Centre-of-mass angle-velocity polar map corresponding to the scattering of D atoms from the
HþD2ðv ¼ 0, j ¼ 0Þ !HD(v0, j 0)þD reaction at Ecol¼ 2.2 eV [99]. The polar map is symmetric with respect
to the CM collision direction (horizontal axis). In the upper half, the results of a QM calculation on the
BKMP2 surface are represented. The lower half shows the experimental data. The experimentally inaccessible
angular range is also indicated in the figure. Reprinted with permission from [99]. Copyright 1999 American
Institute of Physics.

The HþH2 reactive system 129

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
2
0
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



packet time-dependent approaches have taken place over the last ten years [131] and
these methods have been also employed for extensive dynamical studies of the H3

system [109, 112, 113, 131–136]. For a recent review on quantum reactive scattering
calculations see [137].

In general, the agreement between experimental data and accurate QM calculations
was found to be virtually quantitative in the case of the Rydberg ‘tagging’ measure-
ments [87, 91, 98, 99, 101–104]. In lower resolution hot-atom experiments a quite
good accordance with theory has also been found, with only eventual discrepancies
[113, 124] that will be discussed later. In some of the experimental results, peculiar
features were identified in the measured DCSs, whose interpretation has given rise to
interesting theoretical discussions as will be seen in the next sections.

Whereas a very good agreement between theory and the hot-atom dynamical experi-
ments was found since 1995, significant discrepancies persisted throughout the 1990s
in the case of the thermal rate constants, which sample mainly lower energy regions
of the PES. (Note that at 2000K the average collision energy, �0.26 eV, is still below
the classical threshold for reaction.) In 1994, Mielke et al. [138] reported converged
QM thermal rate constants for DþH2(v¼ 0) over the 167–900K temperature range
and rate constants extrapolated or calculated within the separable rotation approxima-
tion (SRA) up to 1500K. The authors employed the outgoing wave variational principle
to calculate reaction probabilities, which were then integrated with Boltzmann weighting
to yield k(T ). The calculations were performed on the LSTH [14, 15], DMBE [16] and
BKMP [17] ab initio PESs existing at the time. A good agreement with the measured
rate constants was obtained on the LSTH and DMBE surfaces for T<900K, but
the low temperature calculations on the BKMP PES led to higher k(T ) than those
from experiment. This was surprising since the BKMP surface was in principle the
most accurate one, with the highest number of calculated ab initio data and the smallest
root-mean-square deviation from these ab initio points. For temperatures higher than
900K, the theoretical estimates of the rate constants deviated gradually from the
measurements toward lower values, so that for T¼ 1500K the calculated k(T ) were
�30–40% smaller than the experimental value. This deviation was smaller than that
previously obtained by Park and Light [36] (a factor of two), but still unsatisfactory.
From a comparison of rate constants for different values of the initial total angular
momentum, J, Mielke et al. [138] concluded that the k(T ) of Park and Light [36] were
not fully converged. Accurate QM cross sections and rate constants for the reactions
of Mu with H2,D2 and HD were published by Nakamura and co-workers [139, 140].
The calculations used the LSTH PES and the results were in good agreement with the
experimental rate constants [40] and with the k(T ) from approximate CS calculations
of Schatz [41].

QCT thermal rate constants on the LSTH, DMBE and BKMP surfaces were
calculated by Aoiz and co-workers for the DþH2 [141] and HþD2 [142] reactions
for temperatures between 200 and 1500K. In the lower temperature range, the k(T )
for DþH2 were smaller than those from experiment and from the accurate QM calcu-
lations of Mielke et al. [138], probably due to the neglect of tunnelling in the classical
treatment. At high temperature the QCT rate constants were somewhat lower than the
QM ones, and thus lower than the measurements. Interestingly, the values of the low
temperature classical k(T ) on the different PESs showed the same trend than their
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QM counterparts, i.e. they were very similar on the LSTH and DMBE surfaces and
were higher on the BKMP PES. For the HþD2 isotopic variant [142], the agreement
of the classical results with the measurements was good between 250 and 800K, but
as in the previous case, the QCT rate constants became lower than the experimental
values for higher temperatures. Also for this isotopic variant, the low temperature
k(T ) on the BKMP surface were higher than those on the LSTH and DMBE PESs.

Two issues were specially addressed in the just mentioned QCT investigations: the
influence of rotation on reactivity and the intermolecular isotope effect on the available
PESs. The important role of rotation on the reactivity of the HþH2 system has been
analysed in a number of QCT works (see for instance [4, 141–148] and the references
cited therein). For DþH2 and, to a lesser extent, for HþH2 the calculations show
that the rotational excitation of the molecule up to j¼ 4–6 leads to a decrease in the
cross section for collision energies lower than 0.6–0.8 eV. For higher collision energies
or rotational quantum numbers, rotational excitation increases the cross section for
reaction. For HþD2, rotational excitation has always a beneficial influence on the
reactivity, as can be seen in the top panel of figure 4, in which the QCT excitation func-
tions for the HþD2ðv ¼ 0, j ¼ 0–4) reaction calculated on the LSTH PES are depicted.
A similar effect of rotation has been found in QM calculations [51, 133, 140, 149, 150],
and, in particular in those performed within the multi-configuration time-dependent
hartree (MCTDH) wavepacket approach carried out by Meyer and co-workers [133]
and shown in the bottom panel of figure 4.

The analysis of the classical trajectories provides an explanation for the observed
behaviour. The potential surface for the H3 system has a marked collinear character
and at low energies rotation is expected to perturb the atom-diatom orientations
favourable for reaction. This disorienting effect is more pronounced in the post thresh-
old region, where the steric hindrances of the potential are more strict and the possible
reacting geometries of the three nuclei are more constrained. The negative influence of
rotation is expected to be more marked for quick rotation and slow translation, con-
sequently, the disorienting effects should decrease along the sequence DþH2,
HþH2, HþD2 in accordance with the QCT results [142]. The concrete magnitude
of the dynamical disorientation depends on the features of the different surfaces. For
the H3 system, the effects are somewhat more marked on the DMBE PES. As far as
we know, direct experimental studies of the effect of rotation on reactivity have not
been reported, but it might play a role in the different threshold reactivity of DþH2

and HþD2 [142]. A QCT investigation of the (DþH2)/(HþD2) intermolecular iso-
tope effect showed that the larger reaction cross section of DþH2 as compared with
HþD2 is caused by the more efficient transfer of collision energy from the heavier
D atom to the molecular bond of the lighter H2 molecule [142].

By the mid 1990s, there was still no agreement between the experimental and theore-
tical thermal rate constants for T>900K and the low temperature accurate QM k(T )
calculations on the BKMP PES, expected to be the accurate one, were in worse agree-
ment with experiment than those on the LSTH and DMBE surfaces.

More work was then invested in the improvement of the PES. Partridge et al. [151]
calculated new ab initio points, and Diedrich and Anderson [152, 153] made a very
precise estimate of the classical barrier height using a quantum Monte Carlo
procedure; new ways of fitting ab initio data [154] were also proposed. In 1996 using
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Figure 4. (a): QCT reaction cross sections as a function of collision energy (excitation functions) for the
HþD2ðv ¼ 0, j ¼ 0–4Þ !HDþD reaction at the indicated reagent rotational quantum number j calculated
on the LSTH PES. The error bars indicate one standard deviation of the calculations [142]. Bottom panel: (b)
exact calculations for reagent rotational quantum numbers j ¼ 0–4 carried out on the LSTH PES [133]. Solid
line, j¼ 0; dotted line, j¼ 1; dashed line, j¼ 2; long-dashed line, j¼ 3; dot-dashed line, j¼ 4. The insets in both
panels display the cross section near the reactive threshold. Reprinted with permission from [142] and [133].
Copyright 1997, 2001 American Chemical Society.
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all this information and adding new ab initio points and further refinements to the fitting
method, Boothroyd et al. released a new version of their PES termed BKMP2 [100]. The
new surface was based on a set of 8701 ab initio data (as compared with the 772 of the
previous BKMP one) and the fit matched the points with an overall rms error of
7.4meV. QM thermal rate constants, based on calculations of converged reaction prob-
abilities on this surface, were reported by Bañares and D’Mello [155] for the
DþH2!HDþH reaction. The new low temperature k(T ) were only slightly lower
(8%) than those on the BKMP PES and thus still too large as compared with the mea-
surements and with the rate constants calculated on the other ab initio potential surfaces.
Interestingly, similar calculations for the HþD2 reaction, presented in this review for
the first time, lead to a much better agreement with the experiment (see figure 5).

Figure 5. Experimental and QM thermal rate constants for the DþH2 ! HDþH [155] and HþD2 !

HDþD (present work) reactions. The calculations were carried out on the BKMP2 potential energy surface.
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The high temperature disagreement with experiment found for all the previous PESs
[138] persisted also with this new one.

An assessment of the four ab initio PESs mentioned in the previous paragraphs,
based on the comparison of accurate QM calculations with state-to-state molecular
beam experiments, was presented by Bañares et al. in 1998 [98]. The study was carried
out for the HþD2(v¼ 0, j¼ 0)!HD(v0 ¼ 0, j0)þD reaction at collision energies
between 0.52 and 0.54 eV. This is close to the lowest energy accessed in the Rydberg
‘tagging’ experiments, but is still above the energies relevant for the thermal rate con-
stants. The variation of the experimental collision energy within this small energy inter-
val was achieved by slightly changing the angle of intersection of the molecular beams.
The very high resolution of the measurements allowed a clear distinction between the
various ab initio PESs as illustrated in figure 6, where the theoretical and experimental
rotationally resolved DCSs and the rotational state distribution, Pð j0Þ, of the HD
molecules are shown. The BKMP2 surface, which leads to an excellent agreement
with the measured data, is definitely favoured in this comparison.

The very good behaviour of the BKMP2 PES for the description of the detailed
dynamical results and its inability to accurately reproduce the low and high temperature
thermal rate constants remained a puzzle. Work on the surface continued. In 1999,
Wu et al. [156] published a new H3 surface consisting of spline fits of extensive
quantum Monte Carlo (EQMC) calculations, similar to the earlier work of Diedrich
and Anderson [152, 153]. Mielke et al. [157, 158] identified some inaccuracies in the
EQMC calculations and constructed in turn a hierarchical family of global analytic
Born–Oppenheimer (BO) PESs based on an extensive set of accurate multireference
configuration interaction (MRCI) data. The most precise of this surfaces, termed
CCI, was fitted to ab initio energies calculated in the complete basis set (CBS) limit
and its mean deviation from the true BO PES is expected to be less than 0.45meV.
In their work [158], the authors performed an extensive comparison of their PES to
the earlier analytic H3 surfaces (LSTH, DMBE, BKMP and BKMP2) and concluded
that the long range anisotropy, which should be important for the precise description
of low energy scattering processes, is better represented by the latest CCI PES.
Mielke et al. [158] also noted, that for accurate work one should include a correction
to the BO approximation due to the nuclear motion on the electronic ground state
PES (see [159] and the references therein). They estimated that this Born–
Oppenheimer diagonal (BOD) correction would raise the barrier height by �6meV
for the DþH2 reaction.

In 2003, a combined theoretical and experimental study of the thermal rate constants
for the DþH2 and Hþ D2 reactions was reported by Mielke et al. [160]. In the experi-
mental part of the work, Michael and co-workers [160, 161] used the shock tube tech-
nique with D- and H-atomic resonance absorption spectroscopy (ARAS) detection
for the measurement of k(T ). The reactant H and D atoms were generated from the
thermal decomposition of molecular precursors (C2H5I and C2D5I). This limited
the experimental accessible range to the high temperature region (� 1150–2100K),
but avoided many of the complications associated with secondary reactions found
in earlier experiments in which the atomic reagents had been generated by flash
photolysis [34, 37]. An Arrhenius fit of the new high T data led to values of k(T )
significantly lower (�35% for HþD2 and 28% for DþH2) than those of the previous
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Figure 6. Upper part (six panels): QM differential cross sections for the HþD2ðv ¼ 0, j ¼ 0Þ !
HD(v0 ¼ 0, j 0)þD reaction at a collision energy of 0.531 eV [98]. Lower part: rotational state distribution
for HD(v0 ¼ 0) molecules of this reaction. Solid circles with error bars: experimental data. The different lines
correspond to calculations performed on the LSTH [14, 15], DMBE [16], BKMP [17] and BKMP2 [100]
potential surfaces. Reprinted with permission from [98]. Copyright 1998 American Institute of Physics.
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publications [26, 37]. The dynamical calculations carried out on the CCI PES used
a method similar to that of [138]. The effect of the BOD correction on this surface,
which depends on the particular isotopomer considered, was determined by means of
MRCI calculations employing extended reference spaces and large basis sets. This cor-
rection raises the barrier height by 6.03meV and 3.90meV for DþH2 and HþD2,
respectively. The k(T ) calculations were performed on the adiabatic CCI surface.
The authors observed that the BOD correction affected mostly the barrier height and
applied a Boltzmann factor of the type expð��Eb=kT Þ, where �Eb is the increase in
the barrier height, to the k(T ) calculated on the Born–Oppenheimer CCI PES [160].
With the experimental and theoretical improvements described, there is at last agree-
ment, within the experimental uncertainty, between the calculated and measured
thermal rate constants for the two isotopic variants over the whole temperature
range investigated thus far (see figure 7). It should be noted here that the Born–
Oppenheimer barrier height is practically the same for the BKMP2 and CCI PESs
(0.4169 eV and 0.4164 eV, respectively, with respect to the ground state minimum
of the isolated H2 molecule); thus, if the BOD corrections were of the same order
for the two surfaces, which is plausible, a similar good agreement with experiment
would be obtained on the BKMP2 PES by applying the corresponding correction
factor. Note also that the correction should be negligible even for the lowest collision
energies of the molecular beam experiments, for which the high accuracy of the
BKMP2 PES had been established with molecular beam experiments and QM
calculations [98].

4. Forward scattering and delayed scattering

As mentioned above, Zhang and Miller [21, 22] carried out one of the first fully
converged extensive QM calculations on the HþH2(v¼ 0, j¼ 0) and DþH2(v¼ 0,
j¼ 0) reactions using the LSTH PES at a series of collision energies ranging from the
vicinity of the threshold up to 1.1 eV. State resolved integral and differential cross
sections were determined at all these Ecol. At collision energies above 0.8 eV the
calculations predicted the existence of forward scattering in the DCS resolved in final
vibrational states. This forward scattering seemed to increase with increasing collision
energy and, at energies above 1.0 eV, the existence of a relative maximum in the DCS at
�¼ 08 was clear.

In a subsequent article, Miller and Zhang [75] showed that when the state resolved
DCS are plotted in 3-D representations as a function of the scattering angle and
the collision energy a ridge appears in the energy-angle plane moving from backward
to forward scattering over the �0.3–1.4 eV collision energy range (see, for instance,
figures 8 and 9 of [75]). Forward scattering into HD(v0 ¼ 0, 1) was found to be confined
to the lowest rotational states ( j0 ¼ 0–3). This was attributed to a ‘broad resonance’
involving a narrow range of total angular momenta and short lived collision complexes.
The effect was ascribed to an interference of several partial waves with different J
values. The ridges on the �–E plane have also a counterpart when the state resolved
reaction probability is represented as a function of the total energy and total angular
momentum, PðE; J Þ. Actually, the representation of PðE; J Þ for various Js gives rise
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Figure 7. Comparison of experimental and quantum mechanical thermal rate constants for the DþH2 !

HDþH and HþD2 !HDþD reactions [160]. In the upper panels the dots correspond to different experi-
mental measurements and the solid lines are Arrhenius fits of the data. In the lower panel the QM calculations
(dashed lines) are compared with Arrhenius plots of the experimental data (solid lines). Reprinted with
permission from [160]. Copyright 2003 American Institute of Physics.
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Figure 8. Vibrationally resolved DCS at collision energy 1.29 eV for the HþD2 (v ¼ 0, j ¼ 0)!
HD(v0 ¼ 0)þD reaction showing the contributions of low and high values of the total angular momentum
quantum number J. (Top) QCT results. (Bottom) QM calculations. Solid line: all J values. Long-dashed line:
contribution from 19� J � 28. Short-dashed line: contribution from J � 18. Both sets of calculations
performed on the BKMP2 PES [100].
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Figure 9. Top panels: QCT reaction probability P(b) as a function of impact parameter b for all, backward
and forward reactive trajectories for the HþD2ðv ¼ 0, j ¼ 0Þ !HD(v0 ¼ 3, j 0 ¼ 0)þD reaction at 1.64 eV
collision energy. The plot on the right shows the QCT reactive cross section as a function of time delay, �, for
all, backward and forward trajectories. Bottom: R–� plots of typical indirect (red line on the left) and direct
(black line on the right) trajectories. Middle and bottom panels correspond to potential energy contour plots
of the BKMP2 PES with D2 bond length fixed at 0.74 Å (middle plot) and 1.21 Å (bottom plot). The trajectory
dots have been overlaid on the potential energy contours corresponding to the instantaneous D2 bond length.
The color scale shown applies to both the middle and bottom contour plots. Reprinted with permission from
[106]. Copyright 2000 Wiley-VCH Verlag GmbH.
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to a maximum that shifts to higher J values as the total energy increases. No rigorous
time delay analysis was carried out in this work, but from the analysis of the reaction
probabilities as a function of the total angular momentum and total energy, and assum-
ing a Lorenztian function, it was estimated that the lifetime of the collision complexes
would be of the order of 5–8 fs. In any case, this effect was considered to be of quantal
nature.

However, shortly afterwards, it was shown that similar ridges were also obtained in
QCT calculations [76]. A forward scattering peak was also present in the quasiclassical
DCS at Ecol � 0:9 eV, although smaller in magnitude than the corresponding QM one,
and also restricted to the lowest rotational states of the HD products. An analysis in
terms of the collision time was carried out and it was found that forward scattering,
or more generally, the scattering pertaining to the ridge, corresponded to trajectories
which were longer lived than those yielding backward scattering. The collision time
was defined as the time during which the radial energy, 1=2� _RR

2
, where R is the

Jacobi vector joining the centre-of-mass of the diatom and the incoming atom, is
lower than the potential energy [76]. While the three atoms stay together, the potential
energy is perturbed with respect to that of the separate atom-diatom, and, for this
particular reaction, it becomes larger than the radial energy. Specifically, the difference
in collision time between forward and backward scattering at Ecol¼ 1.0 eV was of the
order of 20 fs. This is substantially less than the rotational period of the triatom, but
more than the collision time of the direct trajectories (�8 fs). In spite of the attractive
quantal interpretation of the ridge scattering, and thus of the forward peak commented
on above, it seemed that classical mechanics could account, at least partially, for
this effect.

The possible formation of classical collision complexes for this system was considered
by Muga and Levine [162], who demonstrated the existence of relatively long-lived
complexes with positive time delays. However, the authors did not comment on the
influence of these ‘trapped’ trajectories in the value of the cross section. Miller
argued that if these trajectories affected the integral cross section, they should be
also present in the QM calculations [26]. The difference between the ‘trapped’ trajec-
tories just mentioned and those causing the ridge should be stressed. The former,
with collision times above 40 fs, were also found in the QCT study commented on
above [76]. However, these trajectories are not frequent enough to have a noticeable
effect on the collision observables. Moreover, they are spread over the whole range
of impact parameters and scattering angles. The ridge trajectories, on the contrary,
span a well defined range of impact parameters and, at a high enough collision energies,
they are the cause of the forward scattering for defined final rovibrational states.

The analysis of further calculations for the HþD2(v¼ 0, j¼ 0) reaction at
Ecol � 1.29 eV [87] revealed that the classical forward scattering was also caused by
the largest impact parameters (0.9–1.3 Å), which in terms of total angular momentum
correspond to J¼ 19–28. The results shown in figure 8 using the BKMP2 PES
are very similar to those obtained originally on the LSTH PES [87]. The analysis of
the QM data yields similar results: forward scattering proceeds mainly from partial
waves with J>18. Partial waves from lower J also contribute to forward scattering
via interferences with higher J values, but this contribution is relatively small and in
part of negative nature. The net peak obtained in the QM calculations for v0 ¼ 0,
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summed on all rotational states, is about twice in magnitude than that found in the
classical calculations and more confined at angles near 08 [87].

Unfortunately, the high resolution Rydberg ‘tagging’ experiments carried out in
Bielefeld [91, 92, 96] for this reaction at the same collision energy could not verify
experimentally the appearance of this forward peak. Instrumental constraints in the
molecular beam apparatus prevented the measurement of scattering at the LAB
angles corresponding to � � 408 in the CM frame. The first experimental evidence of
the forward scattering for this and for any other isotopic variant of the H3 reactive
system had to wait until 2000, when Zare and co-workers, using state and velocity
resolved REMPI with the photoloc technique [106], inferred the state resolved DCSs
from a careful analysis of the TOF profiles of ions from the HD(v0 ¼ 3, j0) products
of the HþD2 reaction at 1.64 eV collision energy. Although the angular resolution
of these experiments is significantly lower than that achieved in the Rydberg ‘tagging’
technique with cross molecular beams, the analysis of the TOF profiles can provide also
the DCSs. In spite of the fact that the sensitivity for forward scattering is less than for
backward scattering, peaks at the corresponding arrival time of forward products were
clearly identified. The analysis showed that these features corresponded to large for-
ward peaks in the CM DCS for the lowest j 0 states of the HD(v0 ¼ 3) product and,
most prominently, for j0 ¼ 0.

In this same work, QCT calculations carried out at the same collision energy [106]
also predicted the existence of forward scattering for that particular state, although
its magnitude was significantly smaller than that found experimentally. The analysis
based on the time delays of the trajectories revealed that forward scattered trajectories
had positive time delays, whereas those corresponding to backward scattering exhibited
negative time delays. The classical time delay is defined as the time difference for
collisions with and without the presence of a potential. For direct processes, the time
delay is, in general, negative for direct collisions involving repulsive potentials.
Positive values of the time delay are associated with longer lived trajectories in which
the three atoms spend some time together before evolving to separate products.
Strictly speaking, the time delay so defined is only meaningful for specific initial and
final states and care should be exercised when the time delays of trajectories ending
in different final states are compared [76]. In particular, for the reaction yielding
HD(v0 ¼ 3, j0 ¼ 0), the difference found between the most probable time delays for
forward and backward scattering was �26 fs, as shown if figure 9. This time difference
is considerably smaller than the time corresponding to the rotational period of the
H–D–D complex, and cannot be attributed to a true ‘long lived complex’, whose life-
time is larger than the rotational period. The analysis of the motion of the trajectories
giving rise to forward scattering indicated that the initial attack is mainly L-shaped, as
shown schematically in the bottom panel of figure 9. As the atom continues to
approach the molecule, the angle of attack changes towards collinearity. This is essen-
tially due to the centrifugal energy associated with large impact parameters rather than
to an orientational effect of the PES. This large conversion of radial energy into angular
energy of the three atom system slows down the relative motion and causes the three
atoms to spend together more time than for direct trajectories. During this period,
the D2 molecule has time to elongate its internuclear distance, and as a result of
that, a well appears in the PES for the collinear configuration, further trapping
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the trajectory. In this scenario, the formation of quasi-bound states giving rise to scat-
tering resonances becomes plausible. It was argued that the difference in the magnitude
of the forward peak between QCT and experiment could be caused by such resonances
[106]. In contrast, in a typical back-scattered trajectory, characterized by small impact
parameters, the atom approaches the diatom collinearly and hits it at a relatively small
R value, without the D2 molecules adjusting its internuclear distance. After the break of
the D2 bond, the HD molecule is formed and rebounds in the backward direction.

Subsequently, Althorpe, Zare and co-workers presented a combined theoretical
and experimental study of DCSs for the HþD2!HD(v0 ¼ 3, j0 ¼ 0)þD reaction at
collision energies in the range 1.39–1.85 eV [109]. QM calculations were carried out
using a novel time dependent (TD) method developed by Althorpe, which allows the
determination of final state resolved integral and differential cross sections [135]. The
simulation of the experimental results using the calculated DCSs led to an excellent
agreement with the measured TOF ion profiles. Shortly afterwards, TI QM calculations
carried out by using the ABC code of [130] for a dense grid of energies spanning those
reported in [109] were published [123]. The simulation of the experimental results,
shown in figure 10 was practically identical to that obtained with the TD DCS
(figure 1 of [109]), as expected considering the excellent agreement between the QM
results obtained with the two different methodologies. The QCT simulation is also
presented in figure 10 at the collision energy of 1.64 eV using the same scaling as the
QM one. Forward scattering is also predicted by this calculation, but, as mentioned
above, its magnitude is notably smaller. The agreement between the experimental
TOF profiles and the TI QM simulations is also excellent for the various
HD(v0 ¼ 3, j 0) rotational states at 1.64 eV collision energy, as shown in figure 11.

The HD(v0 ¼ 3, j 0 ¼ 0)þD channel becomes open at a collision energy of �1.30 eV.
Near this threshold, the DCS is backward. As the collision energy increases to the
range 1.40–1.54 eV, the DCS becomes essentially sideways, as shown in figure 12.
However, quite abruptly, at higher Ecol, a sharp forward peak, which grows up with
collision energy until Ecol¼ 1.9 eV, dominates the DCS. Beyond this collision energy,
the forward peak decreases. The oscillatory structure of the DCS at small scattering
angles is also interesting. Other views of the collision energy dependence of the DCS
can be found in the 3D representation shown in figure 13(a) and in figure 2 of [109]
(in the latter, the DCS was multiplied by sin �). In essence, what is observed is the
evolution of a ridge, similar to those presented in [75, 76] and discussed above, for a
particular rovibrational product state. Figure 10 clearly shows the appearance of the
forward scattered wings at 1.54 eV, that become more prominent at 1.64 eV collision
energy. The fact that its relative magnitude with respect to the central peak of the
profiles decreases with collision energy between 1.64 eV and 1.85 eV is due to a reduc-
tion in the experimental sensitivity to forward scattering features [108], which, in any
case, is perfectly reproduced in the theoretical simulations. Thus the progressive
appearance and evolution of the outermost peaks in the TOF profiles constituted the
first experimental evidence of the forward scattering for the H3 reactive system, and
by comparison with the theoretical results, of the ridge structure in the �–E plane for
the production of HD(v0 ¼ 3, j 0 ¼ 0).

Two important aspects must be considered in the quantal interpretation of the
forward scattering. On the one hand, the analysis of forward scattering in terms of
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Figure 10. Experimental TOF profiles (open circles) and theoretical simulations (solid curves) based on the state-resolved QM DCSs shown in figure 12 for the
HþD2ðv ¼ 0, j ¼ 0Þ !HD(v0 ¼ 3, j 0 ¼ 0)þD reaction at the indicated collision energies. The data at 1.64 eV collision energy include the simulation based on the
QCT DCS (dashed curve). The experimental and theoretical data are scaled to have the same area. Reprinted with permission from [123]. Copyright 2002 American
Institute of Physics.
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Figure 11. Experimental TOF profiles (open circles) and theoretical simulations (solid curves) based on
the state-resolved QM DCSs for the HþD2ðv ¼ 0, j ¼ 0Þ !HD(v0 ¼ 3, j0 ¼ 0–7)þD reaction at 1.64 eV
collision energy on the BKMP2 PES.
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Figure 12. QM DCSs for the HþD2ðv ¼ 0, j ¼ 0Þ !HD(v0 ¼ 3, j 0 ¼ 0)þD reaction as a function
of collision energy in the range 1.39–2.20 eV calculated on the BKMP2 PES. Reprinted with permission
from [123]. Copyright 2002 American Institute of Physics.
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Figure 13. (a) Three dimensional perspective of the QM DCSs for the HþD2ðv ¼ 0, j ¼ 0Þ !
HD(v0 ¼ 3, j 0 ¼ 0)þD reaction as a function of collision energy in the range 1.35–2.20 eV calculated on
the BKMP2 PES. (b) QM reaction probabilities as a function of total angular momentum J for the same
reaction. The curve arrow indicates the outermost Ecol � J ridge. Reprinted with permission from [123].
Copyright 2002 American Institute of Physics.
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the contribution of partial waves with different total angular momenta is supposed to
contain valuable information. On the other hand, it is necessary to determine if
forward scattering is associated with longer delay times as predicted by the QCT
calculations [123].

The evolution of the state specific reaction probability into v0 ¼ 3, j 0 ¼ 0 as a function
of the total angular momentum and collision energy is shown in figure 13(b). The state-
to-state reaction probabilities, Pv, j!v0, j 0 ðJ;E Þ, are calculated from the S matrix elements
by the standard equation:

Pv, j!v0, j 0 ðJ;E Þ ¼
1

2minðJ, jÞ þ 1

X
�0 6¼�

X
P

X
K,K0

SJ,P
�0, v0, j 0,K0, �, v, j,K

��� ���2, ð1Þ

where the sums run over the possible values of the reagent and products helicity quantum
numbers, K,K0, parities, and the reactive arrangement channels, �0. Representing the
P0, 0!v0¼3, j 0¼0ðJ;EcolÞ, one can observe a series of ridges in the J–Ecol plane (see
figure 13(b)) which are the counterpart of those observed in the DCS. At
Ecol¼ 1.50 eV the maximum in the Pr(J) is not at J¼ 0, but shifted towards a value of
J � 9, as shown in the lower panels of figure 14. With increasing collision energy, this
maximum shifts further towards higher J, as indicated in figure 13(b) by a curved
arrow. In addition, new subsidiary maxima appear at lower J values forming a nested
ridge structure. The two panels of figure 14 show the evolution of the reaction probability
with total energy, PrðE; JÞ, and with total angular momentum, PrðJ;E Þ, respectively.
Comparison with the corresponding QCT Pr(J), shown in figure 14 for Ecol¼1.64 eV
and 2.2 eV, reveals that in all cases the classical Pr(J) peaks at J¼ 0 and no sharp
maxima are found at higher J values. Interestingly, only at those collision energies
above 2.0 eV, in which the forward peak in v0 ¼ 3 has declined, the shapes of the classical
and quantal Pr(J) become more similar. Thus, the existence of a sharp maximum in the
opacity function is predominantly quantum mechanical in nature [123].

The analysis of the evolution of the state resolved DCS with the contribution of suc-
cessive partial waves is shown in figure 15(a) at Ecol¼ 1.64 eV. Forward scattering only
appears when the contributions of J � 15 are included. Actually, the magnitude of the
scattering at �¼ 08, shown in figure 15(b), grows with J up to J� 20. The addition of
larger Js does not contribute to the overall reactivity. At this collision energy, the main
contributions to the forward peak are from J¼ 18–19. Clearly, the forward peak in the
DCS and its magnitude is closely related to the existence of the peak observed in the
specific reaction probability at the highest J, as it can be concluded by comparison
of figure 15(b) and the reaction probability at this collision energy, shown in
figure 14. Analogous behaviour has been found at the rest of collision energies investi-
gated; namely, the forward peak is invariably due to the largest partial waves contribut-
ing to reaction [123].

These results are not limited to this particular ro-vibrational state or isotopic
variant of the reaction. Kendrick carried out a comprehensive computational study
[126] of the HþD2(v¼ 0–2, j)!HD(v0, j 0)þD on the BKMP2 PES. He found the
same effect for HD formation into v0 ¼ 0–3 and j 0 ¼ 0. Chao et al. [102] found the
same behaviour for the HþHD(v ¼ 0, j ¼ 0)!H2(v

0 ¼ 0, 1, j0 ¼ 0, 1)þD reaction
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Figure 14. Top panel: QM reaction probability as a function of total energy at total angular momenta J¼ 0,
J¼ 5 and J¼ 18 for the HþD2ðv ¼ 0, j ¼ 0Þ !HD(v0 ¼ 3, j 0 ¼ 0)þD reaction calculated on the BKMP2
PES. The labels correspond to the first three peaks in the reaction probability for J¼ 0. Bottom panels:
Reaction probability as a function of total angular momentum J at the indicated collision energies for the
same reaction. Solid line with solid circles: exact QM calculation. Dashed line: results obtained by applying
the J-shifting approximation to the data shown in the top panel of this figure. Dotted line in panels
corresponding to 1.64 eV and 2.20 eV collision energies: QCT calculation. Reprinted with permission from
[123]. Copyright 2002 American Institute of Physics.
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at Ecol¼ 1.20 eV, as will be discussed in more detail afterwards. The fact that forward
scattering is mainly caused by collisions implying the largest J (or largest impact
parameters) is part of the common wisdom in reaction dynamics, and it is expected
for direct abstraction reactions. For other types of reactions, as those proceeding
by an insertion mechanism with a deep well, this is not the case, at least to the same
extent.

The reaction probability into v0 ¼ 3, j 0 ¼ 0 as a function of the total energy,
E ¼ Ecol þ Ev, j

int, for J¼ 0 has a remarkable oscillatory structure presenting a series of
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Figure 15. (a) QMDCSs for different values of Jmax, the number of partial waves included in the calculation,
for the HþD2ðv ¼ 0, j ¼ 0Þ !HD(v0 ¼ 3, j 0 ¼ 0)þD reaction at 1.64 eV collision energy. (b) Evolution
of the DCS at with Jmax at 1.64 eV collision energy. Reprinted with permission from [123]. Copyright
2002 American Institute of Physics.
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successive maxima as shown in the upper panel of figure 14. The corresponding
reaction probabilities, PrðE, J Þ, for J¼ 5 and 18 are also represented in this figure.
The peak labelled as ‘1’ in the PrðE, J ¼ 0Þ shifts to higher values of the total energy
and broadens as J increases. A similar result was presented by Miller and Zhang for
the HþH2 reaction yielding products into v0 ¼ 0 and j 0 ¼ 1 [75]. If these peaks in
the reaction probability were due to a resonance, one can expect that their energies
would vary with J as [75]

EpeakðJÞ � E0 þ BzJðJþ 1Þ; ð2Þ

where Bz represents the ‘rotational constant’ of the activated complex, assumed to be
a linear rotor, and E0 is the energy of the peak at J¼ 0. Consequently, the Pr(J) at a
given collision energy could be predicted within the J-shifting approximation using
the PrðE; J ¼ 0Þ and the rotational constant obtained from the fit of the peak position
of the Pr(J) with the total energy for a given final state (actually, it was found that the
best fit for the Epeak with J was a second degree polynomial in JðJþ 1Þ). With this
approximation, the J-shifted PrðJ;E Þ are given by

Pv0, j 0 ðJ;E Þ ¼ Pv0, j 0 ðJ ¼ 0;E
z

JÞ; ð3Þ

where E
z

J ¼ BzJðJþ 1Þ. The reconstructed Pr(J) are shown in the bottom panels of
figure 14, and compared with the exact reaction probabilities. In general terms, the
J-shifted Pr(J) reproduce quite well the magnitude and position of the peak at the high-
est J value, especially for the lowest energies shown. Nevertheless, at energies above
1.60 eV, the overall resemblance deteriorates rapidly and at 1.80–1.90 eV, where the
forward peak is maximum, the agreement is rather poor [123].

Chao and Skodje carried out a similar analysis for several v¼ 0, j¼ 0! v0¼ 0, j 0

transitions of the HþD2 reaction at lower collision energies [129]. Pronounced oscilla-
tions were also found in the PðE; J ¼ 0Þ for v0 ¼ 0, 1, j 0 ¼ 0. They fitted the position of
the peaks found in the PðE; JÞ as a function of J to equation (2). In general, they found
that the peaks were poorly fitted by that equation, and moreover, that the value of Bz

changed substantially with the different transitions. In particular, for v0 ¼ 0, j 0 ¼ 0
the rotational constant was found to be almost twice than that based on a harmonic
analysis around the adiabatic barrier maximum for the transition state symmetric
stretch and bending quantum numbers vss¼ 0, vbend¼ 0 or with the rotational constant
of 6.9 cm�1 that would characterize the collinear activated complex.

A very ingenious formulation of the TD QM methodology giving the time depend-
ence of the differential cross section and thus providing a rigorous quantal description
of the motion of the atoms during the reaction was presented in [109]. The plane wave
packet (PWP) approach developed by Althorpe has been thoroughly reviewed recently
[131] and only a brief comment will be included here. The basic idea is to describe the
reagents by a plane wave, which contains a finite spread of energies, a situation analo-
gous to that of a femtochemistry experiment. The initial separation of the reagents is
also finite, chosen in such way that the interaction potential is negligible. The products
are ‘detected’ at the equivalent distance, by projecting the time evolving wave packet
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onto a fixed plane wave packet, which acts as a ‘probe’ packet. In contrast, in conven-
tional scattering theory, the equivalent wave packet would have a fixed and well defined
energy, and the initial wave packet would be prepared with the reagents separated by an
asymptotically large distance. In this respect, the plane wave packet method is
analogous to the classical trajectory calculations, except that all possible quantum
effects (tunnelling, interferences, resonances, etc.) are naturally included. The PWP is
a method of interpretation rather than a numerical method to solve the Schrödinger
equation and as such complements standard TI and TD methods of analysis of the
DCS. This methodology allows the investigation of the scattering of a wave packet
into space following a two body collision and, thus, the determination of the DCS
directly from the time evolution of a plane wave packet. Consequently, it becomes pos-
sible to establish not only at which angles the collision products are scattered, but also
when are they scattered. In this way, a most valuable information about the mechanism
of the collision process can be extracted.

The PWP method was first applied to the investigation of the HþD2!

HD(v0 ¼ 3, j 0 ¼ 0)þD reaction. One of the most salient results is presented in
figure 16, as a series of successive snapshots that represent the spatial evolution of scat-
tered products at different times [109, 136]. The spatial part of the initial wavefunction
at time t¼ 0 is a PWP which describes the approach of the H atom to the D2 molecule
and consists of a superposition of time independent functions covering a range of colli-
sion energies from 1.33 to 2.2 eV with a flat distribution. In figure 16, the horizontal
axis represents the H–DD relative distance, and R and � correspond to the HD–D
relative distance and the scattering angle, respectively. The contour lines represent
the HD density. The propagation of the wavepacket is carried out using a recent
methodology developed by Althorpe [135]. The DCSs are obtained at each time by pro-
jecting the wavepacket onto the ‘probe’ function that describes the v0 ¼ 3, j 0 ¼ 0 state
and are represented multiplied by sin � to account for the total (in and out of plane
scattering) at each angle. For more details, the reader is referred to [131, 136].

At the earliest stages of the reaction, the scattering is purely backward, with the HD
molecule ejected in the opposite direction of the incoming H atom, characteristic of
a rebound, direct mechanism. At about 25 fs, when the backscattered products are
already flying out, scattering at � ¼ 458 starts to take place, and it is caused by large
impact parameters. At longer times, forward scattering becomes neat and consolidates
around � ¼ 08. Overall, forward scattering is delayed by about 25 fs with respect to
the direct backward scattering, in excellent agreement with the QCT predictions for
the formation of this particular state of the reaction [106], and confirming that the
ridge found in earlier calculations is caused by a delayed mechanism. In this respect,
the main difference between the QCT and the rigorous QM calculations lies on the rela-
tive magnitude of the forward peak.

The time delay for HD(v0 ¼ 3, j 0 ¼ 0) formation has been also determined in [123]
using TI calculations for specific J partial waves. According to Smith [163], the
quantum time delay, ��Jij, for a given i! j transition in terms of the scattering
matrix element, SJ

ij is given by

��Jij ¼ Re �i�hh
1

SJ
ij

dSJ
ij

dE

" #
ð4Þ

The HþH2 reactive system 151

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
2
0
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



and measures the time that an outgoing wave function into channel j is delayed (positive
��Jij) or advanced (negative ��Jij) relative to a freely evolving wave packet at the same
energy and total angular momentum. The calculation of the time delays were carried
out for J¼ 0 at the total energy corresponding to the peak ‘1’ in the PðE; J ¼ 0Þ
(see top panel of figure 14). A value of �16 fs was obtained. The calculation for
J¼ 18 corresponded to the same J-shifted peak, which appears at Etot � 1:85 eV, and
the time delay was found to be 12 fs. Since J¼ 18 is the J value which contributes
more to the forward peak, the difference between the two time delays (�28 fs) is a mea-
sure of the time of appearance of forward scattering with respect to backward scatter-
ing. This value is in very good agreement with that reported by Althorpe et al. [109].
However, the advantage of the PWP method lies on the fact that it actually serves to
generate pictorial albeit rigorous ‘movies’ of how the products are scattered in time

Figure 16. Snapshots from a plane wave packet description of the HþD2ðv ¼ 0, j ¼ 0Þ !
HD(v0 ¼ 3, j 0 ¼ 0)þD reaction. The contours at times t>0 are obtained by projecting the wave packet
onto the HD(v0 ¼ 3, j 0 ¼ 0) rovibrational wave function, taking the square modulus, and multiplying by
sin �. The contours at time t¼ 0 show the initial HþD2 plane wave packet. The circles are of radius
R ¼ 3:5 au and give a rough indication of the extent of the transition state region. Two reaction mechanisms
are visible separated by a time delay of about 25 fs. Reprinted with permission from [109]. Copyright 2002
Nature Publishing Group.
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and space. The PWP approach constitutes a powerful method to interpret and elucidate
reaction mechanisms, as it has been shown in other instances [164, 165]. Morevoer, as it
will be shown in the next section, further analysis of the DCSs can be carried out by
applying time and scattering filters to the scattering amplitudes.

The evolution of the DCS, and in particular of forward scattering for the different
HD vibrational states (v0 ¼ 0–3) and j 0 ¼ 0 is presented in figure 17, where the collision
energies at which the forward peak is highest are indicated for each v0 state. The
similitude of the behaviour for the different vibrational states is remarkable, although
there is a shift in collision energy as v0 increases (see also figures 21–24 of [126]).
Forward scattering seems to be transferred from one vibrational level to the following
as collision energy increases. A similar effect is observed in the QCT calculations, as
shown in figure 18, although the magnitude of the forward peak is considerably smaller
in this case. Interestingly, at collision energies well above the maximum of the forward
peak for each vibrational state, the magnitude and shape of the QM and QCT DCSs
become more similar.

Shortly after the publication of the article by Althorpe et al. [109], Yang, Skodje
and coworkers reported measurements and calculations of the state resolved DCS
for the HþHD(v¼ 0, j¼ 0)!DþH2(v

0, j 0) at 1.20 eV collision energy [102, 103].

0 30 60 90 120 150 180 0 30 60 90 120 150 180

0.00
0.01
0.02
0.03
0.04
0.05
0.06

0.000

0.005

0.010

0.015

0.020

0.000

0.005

0.010

0.015 

0.020

0.60

1.30 eV

2.20

0.60 0.60

v′=0, j′=0

Scattering angle [deg]

0 30 60 90 120 150 180
Scattering angle [deg]

Scattering angle [deg]

0 30 60 90 120 150 180

Scattering angle [deg]

C
ol

lis
io

n 
en

er
gy

 [e
V]

C
ol

lis
io

n 
en

er
gy

 [e
V]

D
C

S
 [Å

2 /
sr

]

D
C

S
 [Å

2 /
sr

]

D
C

S
 [Å

2 /
sr

]

D
C

S
 [Å

2 /
sr

]

0.60

1.49 eV

2.20

0.000

0.005

0.010

0.015

0.020

2.20

v′=1, j′=0

C
ol

lis
io

n 
en

er
gy

 [e
V]

C
ol

lis
io

n 
en

er
gy

 [e
V]

1.64 eV

2.20

v′=2, j′=0

1.64 eV

1.80 eV v′=3, j′=0
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The experiments were carried out in crossed molecular beams using the H-atom
Rydberg ‘tagging’ technique developed by Welge and co-workers [92], but covering
the whole angular range. The TOF spectra of the D atoms were measured at
different laboratory angles and were then transformed into the CM frame. The excellent
resolution achieved in this experiment allowed the clear identification of the different
H2 rovibrational states, and thus state-to-state DCS could be precisely measured.
The comparison with TI QM calculations on the BKMP2 PES lead to an excellent
agreement with minor differences, possibly due to experimental uncertainties at some
particular angles and final states. As it could be expected, sharp forward peaks in
the DCS were clearly discerned in v0 ¼ 0 and j 0 ¼ 0–3. It must be remarked that no
convolution with theoretical results was needed to extract the DCS in the CM frame.
As in the case of the HþD2 reaction, the analysis of the QM results showed that the
forward peak for v0 ¼ 0 is dominated by few partial waves around J¼ 25. The analysis
of the angle resolved time delays using the amplitude of scattering, fijð�,E Þ, can be
expressed as [166]

��ijð�,E Þ ¼ ��hh
d

dE
Arg½ fijð�,E Þ� ð5Þ

where Arg[ f ] is the phase of the complex function f. The results confirmed also in this
case a delay of �20 fs in forward scattering with respect to backward scattering. The
classical picture presented in [102] coincides essentially with that discussed above.
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Figure 18. Same as in figure 17, but for the QCT DCSs.
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Basically, there is a slowing down due to the radial energy to centrifugal energy con-
version associated with large impact parameters, which allows the rotation of the
intermediate or short-lived complex and the ejection of the products in the forward
direction. The quantal interpretation suggested in [103, 167] is based on the participa-
tion of quantized bottleneck states [167] corresponding to the stretch-bend excitations
of the H–H–D complex. Using an approximate hamiltonian, centrifugally shifted in J,
the spectral quantization method [168, 169] was applied and the corresponding
probability density of the bottleneck wavefunction revealed that there are stretching
and bending excitations. It was concluded that no clear Feshbach resonance state
was present. The delay was rather due to a threshold effect, which causes a slowing
down near the top of the barrier. We differ the implications and meaning of quantum
bottleneck states to Section 5.

In summary, forward scattering in the HþD2 reaction and the other isotopic
variants of the H3 reactive system appears only for low rotational states ( j 0 ¼ 0–2) in
each vibrational manifold, and is associated with the largest impact parameters that
give rise to reaction. The most interesting feature is that the mechanism that causes for-
ward scattering is delayed with respect to the appearance of backward scattering. All
these characteristics are predicted by both QM and QCT calculations, although the
magnitude of forward scattering predicted by QM calculations, which is in excellent
agreement with the experimental results, is considerably larger than the classical one.
Whether forward scattering is or not associated to the existence of a resonance, or,
at least, if there exists a genuine quantum effect which might be associated to this
feature will be treated in the next section.

5. Resonances and interferences

The identification of resonances in the HþD2 reaction, and in particular, the possible
relationship of these resonances with the observed forward scattering has not yet been
clarified in previous sections. Since the early days of development of quantum scatter-
ing theory, it was recognized that the presence of quantum bound states in the short
lived complexes of the two colliding species should give rise to resonances, which
would manifest as peaks in the energy dependence of cross section.

In particular, the intriguing, rather strong oscillations observed in the state resolved
reaction probability as a function of the total energy have been traditionally associated
with resonances without any definitive proof. These oscillations seem to survive in the
specific integral cross sections, albeit for most of the final states are barely appreciable
[126, 129]. Finally, oscillations have also been experimentally observed and corrob-
orated by QM calculations in the backward scattering of the state resolved differential
cross sections as a function of the collision energy and its interpretation has been the
subject of several very recent works. In this section, after a short historical overview,
we will discuss these findings and their possible interpretations.

As pointed out earlier [93, 129], theoretical simulations are necessary to establish if an
experimental feature is in fact a manifestation of a resonance. The use of theory implies
that the PES and the quantum dynamical calculations must be accurate enough to
reproduce the experiment. Fortunately, for the H3 reactive system and all its isotopic
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variants, theoretical calculations have proved to be extremely accurate and able to
reproduce even the finer details experimentally obtained. Calculations from various
authors using different methodologies yield the same results, even for the most subtle
details, and this is indeed most reassuring. Additionally, QCT calculations are always
desirable to discern clearly which of the effects are purely of quantal nature or if
they have a counterpart in the classical description of the dynamics.

Resonance behaviour in reaction dynamics has attracted much interest since the very
beginning of the development of the field. It is out of the scope of the present review to
discuss thoroughly the meaning and influence of resonances in chemical reactions.
The subject has been recently discussed in [170]. Clear indications of the appearance
of scattering resonances in chemical reactions came in the early 1970s with the first
exact QM collinear calculations performed for the HþH2 reaction by Truhlar and
Kuppermann [171, 172]. In these calculations, the oscillations observed in the collision
energy dependence of the total cross sections were attributed to the effect of interfering
amplitudes for different semiclassical paths between reagents and products [172].
Independently, Levine and Wu [173] demonstrated the existence of resonances in reac-
tive collisions from collinear close-coupling calculations for this same reaction. Levine
and Wu showed that the resonances are due to a strong coupling between the relative
motion along the reaction coordinate and the internal degrees of freedom of the tri-
atomic complex. In subsequent works by Wu et al. [174–176], resonances were clearly
observed when adiabatic potential wells along the reaction coordinate exist in the PES.
Schatz and Kuppermann [177] analysed in detail the oscillations obtained in collinear
calculations for the HþH2 reaction in terms of scattering phase shifts, time delays
and Argand diagrams (plots of the imaginary and real parts of the S matrix elements
as a function of energy). They assigned these features to compound-state Feshbach res-
onances, a concept adopted from nuclear physics [178] and used for the first time in the
context of reaction dynamics to denote quasibound states associated with a PES having
no well but coupled to other states, such that the resulting ‘adiabatic’ potential may
support bound levels. Later Schatz and Kuppermann [71] showed that ‘resonance’
peaks were reduced in magnitude but still persisted in 3D QM calculations at J¼ 0, 1.

Since the advent of exact, i.e. fully converged QM results, for the title reaction, it
was found that the reaction probability for J¼ 0 as a function of the collision energy
presented more or less pronounced oscillations that could not be reproduced by
QCT calculations [76]. These oscillations have been generally attributed to resonance
phenomena (see for instance, [75] and references therein, and more recently [126]).
For the hydrogen exchange reaction, many QM calculations indicate that the possible
scattering resonances are very broad (corresponding to short-lived quasibound
complexes) and they were termed elusive for that reason [75]. It was expected that
resonances would show up preferentially in state-resolved magnitudes measured as a
function of energy.

As mentioned in the previous section, detailed calculations by Kendrick [126]
and Chao and Skodje [129] have shown that the oscillations observed in the energy
evolution of the reaction probability survive the summation over the angular
momentum partial waves and appear in the converged state-to-state integral cross
sections, especially at low j 0. Therefore, one possible candidate for a resonance
behaviour are these oscillations found in the state resolved integral cross section.
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Interestingly, a small reminiscence of these oscillations seems to persist even in the
initial state selected total reactive cross section, summed over all final states, for the
HþD2(v¼ 0, j¼ 0, 1) reaction, as shown by the precise calculations of Sukiasyan
and Meyer [133], and they were also attributed to transition state resonances without
any further analysis. These oscillations are probably too small to be detectable in
any experiment under the present state-of-the-art level of resolution.

In 2000, Kendrick et al. [124] reported the experimental observation of a resonance
structure at the collision energy of 0.94 eV in the HþD2!HD(v0 ¼ 0, j 0 ¼ 7)þD,
which show up as a broad peak of 0.1 eV width in the energy dependence of the
v0 ¼ 0, j 0 ¼ 7 state-resolved integral cross as a function of collision energy. The existence
of this presumed resonance seemed to be supported by theoretical predictions based
on accurate QM scattering calculations on the BKMP2 PES, including only the first
seven partial waves, i.e. total angular momentum J � 6. In addition, a prominent
peak near 0.94 eV was found in the backward scattering region. Even though the
authors recognized that at least another 20 partial waves were needed to obtain fully
converged results at collision energies up to 1.3 eV, they claimed that the qualitative
shape of the pronounced resonance near 0.94 eV seemed to be independent of the
number of partial waves included. This conclusion was reinforced by the apparent
excellent agreement with the results of single molecular beam photon initiated experi-
ments in which the HD products were detected state-selectively by 2þ 1 REMPI
[124]. However, the experiment had important limitations, given the rapid variation
of the experimental sensitivity functions with scattering angle and its lack of sensitivity
to backward scattering. Subsequent QM calculations on the BKMP2 PES performed by
Aoiz et al. [122] at collision energies within the 0.6–1.3 eV range demonstrated, how-
ever, that no evidence of resonance structure is found once a fully converged
(J � 33) calculation is carried out. This can be appreciated in the top panel of
figure 19, where the QM excitation function for the HD(v0 ¼ 0, j 0 ¼ 7) channel of the
HþD2 reaction is represented for different maximum values Jmax retained in the calcu-
lation. If only 7 partial waves are considered, the excitation function shows the narrow
maximum attributed by Kendrick et al. to a resonance structure. However, as Jmax

increases, this feature in the excitation function washes out, and when convergence
is reached, no narrow maximum is observed. The DCS (bottom panel of figure 19)
also changes with growing J. For J � 6, the DCS is backward, but this character
changes to a clear sideways peak for higher J. The absence of observable resonance
features is reinforced by the agreement found between QM and QCT calculations
as shown in figure 20, where a three dimensional representation of the QM and QCT
DCS vs: collision energy is depicted. The same conclusion was reached by Chao
and Skodje [129] and Kendrick [126] from well converged time-independent QM
calculations.

In the early nineties Truhlar and co-workers introduced the concept of quantized
dynamical bottlenecks [179–184] as quantized transition states associated to effective
reaction barriers. These dynamical bottlenecks would control the flow of reactive
flux from reactants to products and thus the chemical reactivity over the entire range
of energies relevant to thermal rate constants up to a high temperature. The idea is
rooted in the traditional transition state theory (TST), which considers the activated
complex as an excited, activated molecule in route from reactants to products, precisely
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located at the top of the barrier. Those degrees of freedom of the activated complex
orthogonal to the reaction coordinate, s, will posses a discrete spectrum of quantum
levels corresponding to the bound motion of the complex at a fixed value of s, and
hence the quantum states can be labelled by the quantum numbers for motion ortho-
gonal to the reaction coordinate. In the variational version of the TST, the location
of the activated complex is taken as that for which the density of states is minimal.

In the microcanonical formulation of the TST the key quantity for the determination
of rate constants at a given total energy, k(E ), is the number of states of the activated
complex Nz(E ), so that

kðE Þ ¼
NzðE Þ

h�RðE Þ
ð6Þ
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Figure 19. Top panel: QM state-resolved integral cross section as a function of collision energy in the
range 0.6–1.3 eV for the HþD2ðv ¼ 0, j ¼ 0Þ !HD(v0 ¼ 0, j 0 ¼ 7)þD reaction calculated on the BKMP2
PES. Solid line: fully converged QM calculation including J � 33. Dotted line: calculation including J � 15.
Dot-dashed line: calculation including J � 6. Bottom panel: QM DCS for the same reaction at the collision
energy of 1.3 eV. Solid line: fully converged QM calculation including the first 34 partial waves (J � 33).
Dotted line: calculation including J � 15. Dot-dashed line: calculation including J � 6. Reprinted with
permission from [122]. Copyright 2001 American Institute of Physics.
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where �R(E ) is the density of states of the reactants per unit volume per unit energy and
h is Planck’s constant. The total number of states can be decomposed further in the
number of states of the activated complex at given total angular momentum J,
NzðE; JÞ, which accounts for the different values of J that participate in the reaction.

Similarly, in the exact theory of bimolecular reactions, the cumulative reaction
probability at a given total energy and total angular momentum is defined as

NrðE, JÞ ¼
X
n

X
n0

Pn!n0 ðE, JÞ; ð7Þ

where Pn!n0 ðE, JÞ is the state-to-state, v, j,K! v0, j 0,K0, reaction probability at fixed
values of E and J. The microcanonical rate constant is given by

kðE; JÞ ¼
NrðE, JÞ

h�RðE Þ
ð8Þ
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Figure 20. Three dimensional perspectives of the QM (top) and QCT (bottom) DCSs for the HþD2

ðv ¼ 0, j ¼ 0Þ !HD(v0 ¼ 0, j 0 ¼ 7)þD reactions as a function of collision energy in the range 0.60–1.3 eV
calculated on the BKMP2 PES. Top panel reprinted with permission from [122]. Copyright 2001 American
Institute of Physics.
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and the total energy dependent rate is

kðE Þ ¼
X
J

ð2Jþ 1ÞkðE; J Þ ð9Þ

which is analogous to that obtained in TST. As discussed thoroughly in [184], the two
formulations are equivalent and the number of states of the transition state can be
directly compared with the cumulative reaction probability. In fact, if TST were an
accurate description of the quantum dynamics, the NrðE; JÞ would increase in stepwise
unit increments at the energy levels of the activated complex and the transition state
would be an ideal dynamical bottleneck without recrossing. Chatfield et al. [184]
used the exact NrðE; J ¼ 0Þ calculated for the DþH2 reaction on the LSTH PES and
fitted the results to a relatively simple model based on a inverted parabolic barrier
with an adjustable transmission coefficient to account for recrossing. The density of
reactive states, that is, the derivative of the cumulative reaction probability with respect
to the energy, shows pronounced peaks that were assigned to quantized transition state
levels, i.e. quantum bottlenecks, labelled by a set of three quantum numbers, stretching,
bending and vibrational angular momentum, ½vss, v

�
bend� for a linear molecule. Even

though the peaks for the density of reactive states for higher J are progressively broader
as more states become allowed, some of the states for angular momenta as high as J¼ 9
could be clearly assigned. The results obtained by Skodje and Yang [167] on the
BKMP2 PES for the same reaction were practically the same as those by Chatfield
et al. [184]. The analysis can be extended to more detailed quantities as the initial
state selected reaction probability and the specific reaction probabilities by summing
the state-to-sate reaction probability in n0 and n, respectively, and conclusions can be
extracted with regard to the influence of the transition states on the state-selected
and state-specific reactivity [184].

As pointed out by Skodje and Yang [167], the crucial question is whether the discrete
spectrum of quantum states of an activated complex influences the detailed dynamics
of a chemical reaction down to the level of state specific DCS, or in other words,
which can be the experimental observables sensitive to the quantization of the activated
complex. Any dynamic observable in a bimolecular reaction is necessarily subject to an
average over a range of impact parameters or total angular momenta. The shorter this
range the more likely the experimental observation of bottlenecks. It was shown in
the previous section that the forward peak was caused mainly by a relatively small
set of J, and that the time delays for these J coincide nicely with those obtained for
the forward peak.

Allison et al. [185] in an attempt to explain some of the observations on the
HþD2 !HD(v0 ¼ 3, j 0 ¼ 0)þD reaction studied by Zare and coworkers [106] at
1.64 eV, developed a locally adiabatic vibrational model. Their analysis concluded
that a ‘barrier resonance’ was present in the DH–H exit valley at Ecol¼ 1.64 eV and
J¼ 21. In this terminology, a barrier resonance is associated with a barrier height
and thus a quantum bottleneck of the transition state in the exit barrier of the vibra-
tionally adiabatic potential. The classical analog of these barrier resonances would be
a slow-down of the particle at the top of the barrier. As commented on in the previous
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section, Skodje, Yang and coworkers [103, 167] reached the same conclusion
with regard to the forward peak in the HþHD reaction into v0 ¼ 0, j 0 ¼ 0 products.
Using a more refined analysis based on spectral quantization methods, they identified
a quantized bottleneck in the theoretical spectrum at 1.20 eV collision energy, and it was
characterized as a mixed state corresponding to the adiabatic barrier states (vss, vbend)
(1, 0) and (0, 2) which appear for J¼ 25. Although the resulting wavefunction presents
one node in the symmetric stretch and two nodes in the bending, it was found to be
delocalized along the reaction coordinate.

At this point, it is convenient to distinguish between a Feshbach resonance and a
barrier bottleneck, which in the terminology of Truhlar and coworkers is called ‘barrier
resonance’ [186–189]. Whether the latter can be identified as ‘true’ resonances is a
matter of debate. The subject has been treated by Manolopoulos in a enlightening
note [190] prologuing the article by Harich et al. [103].

Feshbach resonances are associated with trapping in a well of an effective potential
(see the right part of figure 21); for instance a vibrationally adiabatic potential. The
existence of quasibound states causes the probability density of the wavefunction to
show peaks near the turning points of the wells [185]. Obviously, the trapping causes
a time delay associated to the decay of the quasibound state into reaction products,
and might be very significant. The analysis of a Feshbach resonance in the energy
complex plane [178, 186] is expected to show a neat and fairly isolated pole close to
the real axis. It should be pointed out that there is no classical analogue of this
effect. In addition, the spectral quantization should indicate a clear localization of
the wavefunction not only in the transverse modes but also along the reaction coordi-
nate. Thus far, the only case for which a clear Feshbach resonance has been found
experimentally and identified theoretically in chemical reactive scattering corresponds
to the FþHD!HFþD reaction at collision energies below the barrier for reaction.
In this region no classical scattering takes place, and in the absence of direct scattering
the identification of an isolated resonance was possible [187, 188]. The analysis carried

Figure 21. (a) Threshold effect: the scattering energy (dashed line) coincides with the top of a
potential energy barrier; crossing this ‘threshold’ causes the reactants to slow down and leads to the increased
amplitude in the QM wavefunction at the barrier maximum. (b) Resonance effect: a ‘quasi-bound’ quantum
state exists in the well between the double maxima of a potential energy barrier. Reprinted with permission
from [190]. Copyright 2002 Nature Publishing Group.
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out by Althorpe on the FþHD reaction using PWP [164, 165] could isolate resonance
scattering and determine its evolution in time, finding that the decay of the quasibound
state can take as long as 1.5 ps. This does not mean that scattering resonances cannot
take place in other reactions already calculated by accurate QM methods. Candidates
are, for instance, LiþHF and some insertion reactions as C(1D)þH2. Unfortunately,
in most of these cases, direct scattering competes with resonance scattering and the
isolation of these resonances is not so clear since the dynamical observables become
too blurred to be measured.

The barrier quantum bottlenecks (or threshold barriers or barrier resonances,
depending on the authors) have a different nature. To begin with, no well in the effec-
tive potential is needed for the existence of these bottlenecks, as illustrated in the left
part of figure 21, but they can also be associated to the barriers limiting a potential
well [185]. There is a clear classical analogue in the slowing down of the reactants as
they pass over the barrier. In QM this is reflected by an increase in the wavefunction
amplitude, and hence an increase in the probability of finding the system in the
region of the barrier. The associated time delay is likely to coincide with that found
classically. However, the wave function still has a considerable amplitude away from
the barrier, and is therefore not localized along the reaction coordinate. Finally, the
analysis of the complex energy is likely to show a string of poles rather than a single
pole [185]. In principle, the transition from a barrier bottleneck to a Feshbach reso-
nance could take place by varying the PES shape as shown by Friedman and
Truhlar [189]. However, other authors [190, 191] claim that the situation is mathema-
tically different for the two types of ‘resonances’ and that they should not be considered
as the same physical phenomenon.

In summary, all authors agree at this point that the forward scattering in the HþD2

(or that of other isotopic variants) is not a Feshbach resonance. If we restrict the term
resonances to those associated with wells (either ‘shape’ or ‘Feshbach’) [186], the
forward peak for the title reaction is not a resonance. Certainly is not a pure quantum
effect, since is also found in QCT calculations. Whether it is mainly a quantum effect
with a classical counterpart or a classical one enhanced in QM is probably a matter
of opinion.

In the calculations of Miller and Zhang [75], oscillations in the backward
scattering appeared when the state resolved DCS were plotted as a function of the
collision energy. Little attention was paid to this phenomenon. Successive calculations
for the various isotopic variants of this reaction confirmed their presence. In particu-
lar, for the HþD2 !HD(v0 ¼ 3, j 0 ¼ 0)þD reaction these oscillations were found in
the TD QM by Althorpe [136]. A first, interesting investigation of this effect was given
by Althorpe [136] and its summary is portrayed in figure 22. At the top of the figure,
the DCS multiplied by sin � is represented as a function of the collision energy for
this particular final state. Apart from the evolution of forward scattering, discussed
in the previous section, broad oscillations in the backward region are apparent. The
d�ð�,E Þ=d! was derived by the Fourier transform of the amplitude of scattering
as a function of � and t, whose square gives the d�ð�, tÞ=d!, represented in
the middle panel of figure 22. An inspection of this figure shows two distinct regions.
The first one, to the left side of the cut line, corresponds to short scattering times and
is confined in the backward region. To the right of this line delayed forward scattering
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Figure 22. Illustration of the use of time filters within the PWP approach to analyze the state-to-state DCS
corresponding to the HþD2ðv ¼ 0, j ¼ 0Þ !HD(v0 ¼ 3, j 0 ¼ 0)þD reaction. The central plot corresponds
to the time-dependent DCS multiplied by a factor of sin � and shows clearly the backward-scattered tail of the
time-delayed mechanism. Time filters are applied to the left and right of the cut-line, to produce separate cross
sections for the direct and time-delayed mechanisms (bottom panel). In the top panel, the series of humps
visible in the backward direction along the energy axis come from the time-delayed mechanism and are
magnified approximately sevenfold by QM interference with the direct mechanism. Reprinted with permission
from [136]. Copyright 2002 American Institute of Physics.

The HþH2 reactive system 163

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
2
0
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



appears, but is not entirely confined in the forward hemisphere and extends as a tail to
the backward region at longer times. Then, Althorpe applied two time filters to recover
from the time dependent DCS the energy dependent DCS corresponding to the
left and right sides of the separating line, and the results are shown in the bottom
panel of figure 22. The DCS corresponding to shorter times is purely backward with-
out oscillations, whereas that from longer times contains the ridge and the forward
scattering. There are also some humps in the backward region but they are
too small to be clearly appreciated. These would be the DCSs obtained if the two
mechanisms were operating independently without interfering with each other.
The comparison with the full DCS, shown in the top panel of figure 22, reveals
that interference between the two mechanisms produces large effects, manifested as
a series of oscillations in the backward direction along the energy axis, which are
completely absent in the DCS corresponding to the direct mechanism. The conclusion
was that quantum interference with the direct mechanism amplifies the oscillations
by an order of magnitude. Moreover, it is because of the interference that the oscilla-
tions are so pronounced as to be experimentally detectable.

Shortly afterwards, Dai et al. [104] carried out measurements of the state-to-state
differential cross section as a function of collision energy at a particular scattering
angle for HþD2(v¼ 0, j¼ 0)!HD(v0 ¼ 0, j 0 ¼ 2)þD. Actually, the D atom TOF
spectrum was measured at 19 energies in the range 0.4–1.0 eV at the same laboratory
angle, chosen so that it corresponds to CM angles around � ¼ 1608. Clear oscillations
were found as a function of the collision energy that were very well acounted for by
QM calculations on the BKMP2 PES, as shown in figure 23.

Skodje, Yang and coworkers [104, 167] provided an explanation to these oscillations.
They argued that measuring backward scattering products is equivalent to proba rela-
tively reduced range of low impact parameters. The oscillations in the DCS would be
the consequence of the oscillations found in the reaction probability Pn!n0 ðE, J Þ for
low J values, whose origin can be traced back to the quantum bottleneck states
(QBS), which clearly show up in the analysis of the derivative of the cumulative reaction
probability by Truhlar and coworkers [179, 180, 184]. The oscillations could be explained
by using a schematic picture represented in the bottom panel of figure 23. A series of
adiabatic potential curves correlate initial and final rovibrational states along the reac-
tion coordinate. Near the barrier, these curves become more widely spaced as the rota-
tional levels correlate with bendings of the transition state. However, before and after the
transition state, there may be an appreciable vibrationally non-adiabatic coupling, and
the incident and outgoing flux can be redistributed among several reagent or product
channels. Consequently, several quantum bottlenecks control the reactive flux as it
passes the transition state. The final state-to-state reaction probability is affected by a
number of QBS pathways, and will be the result of a coherent superposition of ampli-
tudes, each from a different pathway. Since the cumulative reaction probability is an
incoherent sum of scattering amplitudes, the effects of the coupling in the entrance
and exit channel are averaged out, and the steps are only governed by the quantum
levels of the transition state. This will not be the case in the state-to-state reaction prob-
ability or in the DCS. Within this picture, the interferences observed by Althorpe [136]
giving rise to the oscillation in the backward scattering would correspond to inter-
ferences from a series of bottlenecks mixed by couplings in the reagent and exit valleys.
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Skodje and Yang argued that the oscillations found in the reaction probability and the
ridges in the DCS as a function of energy are not caused by Feshbach resonances but by
interferences of QBS states.

This explanation is most appealing, but there are still two aspects that deserve some
consideration. First of all, in contrast to forward scattering, which is caused by a
limited set of J, many more partial waves with different J contribute to backward scat-
tering. This is apparent in figure 8 of this review, and in more detail in figure 26 of [102].
In this latter figure, J values up to 15 from a total of 25 contributing to the HþHD

Figure 23. Top panel: Experimental (solid circles) and QM (solid line) DCS for the HþD2ðv ¼ 0, j ¼ 0Þ !
HD(v0 ¼ 0, j 0 ¼ 2)þD reaction measured at the laboratory angle of 708 at different center-of-mass collision
energies within the range 0.4–1.0 eV. The LAB angle of 708 corresponds approximately to backward scattering
in the CM frame. The transformation from LAB to CM is energy dependent. Bottom panel: Schematic
correlation diagram illustrating the role of quantum bottlenecks on the reaction dynamics. Reprinted with
permission from [104]. Copyright 2003 American Association for the Advancement of Science.
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reaction at 1.20 eV, participate in the backward scattering. Secondly, QCT calculations
by Persky, Kornweitz and Baer [192–194] and by Aoiz et al. [76] show also oscillations
in the state resolved DCS in the backward region, analogous but not identical to those
in QM calculations. A thorough investigation of this effect using QCT is necessary, as
well as QCT calculations of cumulative reaction probabilities, which, to our knowledge
have not been published for the H3 reactive system.

6. Geometric phase and non-adiabatic effects

Most dynamical studies on the HþH2 reaction have been carried out on the ground
electronic PES for total energies of the colliding system below that of the minimum
of the first excited potential surface (�2.70 eV with respect to the bottom of the
H2ð

1�þg Þ well). Under these circumstances, the reactivity of the system has been
assumed to be entirely determined by the ground state Born–Oppenheimer PES,
the contribution of excited electronic surfaces has been considered negligible and
only recently, a slight non Born–Oppenheimer (diagonal) correction to the barrier
height has been included to account for low temperature rate constants [160], as dis-
cussed in Section 2. However, a complication could arise from the fact that the
ground and the first excited PESs of H3 present a conical intersection for equilateral
triangle (D3h) nuclear geometries as pointed out in 1990 by Lepetit and Kuppermann
[195]. When the nuclear coordinates follow a closed path encircling a conical intersec-
tion, the electronic wavefunction changes sign. The nuclear problem is solved on the
PES which does not contain any information about this sign change. Since the total
electronuclear wavefunction must be continuous and single valued, a sign change has
to be introduced into the nuclear wave function in order to rectify the situation
[196–198]. This change of sign called sometimes ‘molecular Aharonov-Bohm effect’
[199, 200] was shown to be a particular case of the more general ‘geometric phase’ or
‘Berry phase’ [201] found in quantum systems with parametric time dependence that
undergo a cyclic adiabatic time evolution. The term ‘geometric phase’ (GP) is the
most widely used in studies of reaction dynamics (see [127] for a recent review on
the subject). The geometric phase is ignored in most theoretical studies although,
in principle, GP effects could influence nuclear motion even at energies clearly below
that of the conical intersection. In any case, possible GP effects are expected to increase
in importance as the energy of the system approaches that of the conical intersection.
In 1991, Wu et al. [202] performed a fully converged QM calculation of integral and
differential cross sections, including the GP, for the HþH2 reaction on the LSTH
PES over the 0.7–1.2 eV total energy, E, range. The authors concluded that the
geometric phase strongly influenced the DCSs and to a lesser extent the integral
cross sections for para! para and ortho! ortho transitions even at E¼ 1.2 eV. For
ortho! para and para! ortho and for isotopic variants with dissimilar hydrogen
atoms, GP effects were found to be much smaller and measurable effects were not
expected for E9 2:2 eV. These calculations were subsequently extended by Wu and
Kuppermann [77] to cover the 0.3–2.6 eV total energy range and significant GP effects
were observed for E >1.8 eV. In 1993 Kuppermann and Wu [78] reported the results
of accurate QM calculations for the DþH2!HDþH isotopic variant of the reaction
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for E values of 0.78, 1.25 and 1.8 eV, corresponding to those of the experiments of
Continetti et al. [49] and of Kliner et al. [60]. The calculations were performed with
and without inclusion of the geometric phase and were termed GP and NGP, respec-
tively. Significant differences were observed between the GP and NGP state-resolved
integral cross sections for the DþH2(v¼ 1, j¼ 1)!HD(v0 ¼ 1, j 0) reaction at a colli-
sion energy of 1.0 eV (total energy 1.8 eV) corresponding to the experimental conditions
of [60]. As indicated in Section 1, this measurement was controversial, both because of
possible experimental problems (see comments in [61]) and because of its singular dis-
crepancy with theoretical calculations [25, 62, 64, 65]. The new GP results of
Kuppermann and Wu could apparently settle the dispute. The NGP data were in
good agreement with the previous QM calculations, whereas the GP data, peaking at
lower j 0, accounted for the experimental result. This is shown in the upper panel of
figure 24 and was taken as a clear manifestation of the geometric phase effect in chemi-
cal reactions. A shift of the peak of the rotational distribution toward lower j 0 was also
observed in QCT calculations by Adhikari and Billing [203] upon introduction of a
vector potential in the classical hamiltonian, but the agreement with the experimental
Pð j 0Þ was still bad. More recent QM calculations, shown in the lower panel of
figure 24, contradict however this interpretation and will be discussed at length below.

At the lowest energy investigated by Kuppermann and Wu (E¼ 0.78 eV), the agree-
ment between GP and NGP integral and differential cross sections was very good. At
E¼ 1.25 eV the accordance was very good in the integral cross sections, but some differ-
ences were found in the rovibrationally resolved DCSs. The calculations were performed
for the DþH2(v¼ 0)!HD(v¼ 0, j 0)þH reaction at Ecol¼ 1.01 eV, corresponding to
the higher collision energy of the experiment of Continetti et al. [49] and the theoretical
results were compared, in an indirect way, with experimental data. In fact, the calculated
v0, j 0 resolvedDCSs were compared to empirical DCSs derived from the deconvolution of
the measured data. The accord with the GP DCSs was found to be somewhat better than
with the NGP ones, but the direct experimental information was much less detailed, since
the measurements provided only partial vibrational resolution of HD and no definitive
conclusions could be drawn. The difference between v0, j 0 resolved GP and NGP cal-
culated DCSs was seen to increase appreciably for the higher energy (E¼ 1.8 eV) and
Kupperman and Wu [78] predicted that GP effects would become noticeable once
fully rotationally resolved DCS measurements were performed.

In 1995, Wu and Kuppermann [90] calculated GP and NGP differential cross
sections for the HþD2!HDþD reaction on the LSTH surface at a collision
energy of 1.29 eV (total energy 1.481 eV) and compared their results with the molecular
beam RPI experiment of Kitsopoulos et al. [81]. As indicated in Section 2, this experi-
ment was also polemical since it yielded DCSs and velocity distributions that did not
agree with those of theoretical calculations [87–89], which could in turn reproduce
quite well the results of a higher resolution experiment based on the Rydberg atom
TOF technique at the same collision energy [79]. The GP calculations of Wu
and Kuppermann [90] could reproduce the discrepant experimental peak at �1608 in
the DCS of the scattered HD, as illustrated in the top panel of figure 25 (in the original
works of Kitsopoulos et al. [81] and of Wu and Kuppermann [90], the DCS is referred to
the scattering of D atoms and the peak appears at �208. Both representations are equiv-
alent). This conflicting feature was again explained by Wu and Kuppermann [90]
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as a GP effect, but in this case a controversy started, since the observed discrepancy was
not only with NGP calculations, but also with higher resolution measurements. A new
Rydberg atom TOF experiment of Schnieder et al. [91] in 1995 increased notably the
resolution of the technique providing for the first time rovibrationally state resolved
DCSs in very good agreement with NGP theoretical results (see comments above
and bottom panel of figure 25). The experiment was carried out at a slightly lower col-
lision energy (Ecol¼ 1.28 eV, E¼ 1.471 eV) and the total DCS measured was very simi-
lar to that of the previous measurements [79] and thus at variance with the DCS of the
RPI experiment and with the GP calculations. Kuppermann and Wu published then a
work [118] in which the observed experimental peak was interpreted as a very narrow
resonance corresponding to the HþD2(v¼ 0, j¼ 0)!HD(v0 ¼ 0, j 0 ¼ 4, 5) transitions,
centered at Ecol¼ 1.29 eV and present only when the GP was taken into account.

Figure 24. Upper panel: rate coefficients for the production of individual rotational states in the
DþH2ðv ¼ 1, j ¼ 1Þ !HDðv0 ¼ 1, j 0Þ þH reaction at a collision energy of 1.0 eV. Solid circles with error
bars: experimental data by Zare and co-workers [60]. Open symbols: GP and non GP calculations by
Kuppermann and Wu [78] on the LSTH surface. Lower panel: State resolved integral cross sections for the
same reaction calculated by Kendrick [127] on the BKMP2 PES. The numbers of the different graphs indicate
the maximum value of J considered and demonstrate the convergence of the calculations. GP and NGP results
are indistinguishable. Top panel reprinted with permission from [78]. Copyright 1993 Elsevier Science. Bottom
panel reprinted with permission from [127]. Copyright 2003 American Chemical Society.
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The authors concluded [118] that, given the location and width of this resonance, it
should have no influence in the experiment at Ecol¼ 1.28 eV, in accordance with the
observations, but predicted marked effects, both in the total and in the state-resolved
DCSs, at Ecol¼ 1.29 eV. In an attempt to experimentally verify the predicted resonance,
Wrede and Schnieder [96] carried out further Rydberg ‘tagging’ experiments over
the 1.27–1.30 eV collision energy (1.461–1.491 eV total energy) range. The collision
energy was varied within the small interval of interest by slightly changing the intersec-
tion angle of the molecular beams. The experimental data did not show any indication
of the resonance and were always well reproduced with the previous NGP calculations
on the LSTH PES [63, 87, 89]. Kuppermann and Wu [90, 118] had noted that the energy

Figure 25. DCS for the reaction HþD2ðv ¼ 0, j ¼ 0Þ !HD(v ¼ 0, j 0)þD at a collision energy of 1.29 eV.
Upper panel: Symbols, DCS derived from the reaction product imaging data of Kitsopoulos et al. [81]. Solid
and dashed lines GP and NGP calculations by Wu and Kuppermann [90] on the LSTH PES. Lower Panel:
Open symbols and line, experimental DCS by Kitsopulos et al. [81]. Closed symbols, experimental data from
the Rydberg tagging experiment of Wrede and Schnieder [96]. Solid line, NGP calculation by D’Mello et al.
[89] on the LSTH PES. Dashed and dotted lines NGP and GP calculations by Kuppermann and Wu (cited in
[96]) on the BKMP2 PES.
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of the GP resonance depended very sensitively on the accuracy of the potential surface.
They performed new calculations on the BKMP2 PES (unpublished results cited in
[96]), that led to very similar GP and NGP total DCS at Ecol¼ 1.29 eV, that were
now in good agreement with the experimental DCSs from the Rydberg ‘tagging’ experi-
ments [79, 91, 96] and at variance with the RPI measurements of Kitsopoulos et al. [81]
(see bottom panel in figure 25). In retrospect, the fortuitous coincidence of a dubious
experimental feature with a manifestation of a narrow GP resonance calculated on
an ‘inaccurate’ PES, is indeed remarkable. Interestingly, whereas a good agreement
was found between all the NGP total DCSs [63, 87, 89, 90] around Ecol¼ 1.29 eV,
appreciable differences appear between the v0, j 0 state-resolved NGP DCSs of Wu
and Kuppermann [90] and those from experiment and from the rest of theoretical
calculations (compare, for instance figure 13 of [92] and figure 2 of [90]).

In later works, Kuppermann and Wu [119, 204] have indicated that the predicted GP
resonance is shifted to E¼ 1.44 eV on the BKMP2 surface, below the investigated
experimental range. Kuppermann and co-workers suggested that given the extreme
sensitivity of the location of the predicted resonances to the potential, the accuracy
of the H3 surface had to be further improved and constructed a new PES based on
extensive quantum Monte Carlo calculations [156]. As far as we know this surface
has not been used in reactive scattering calculations and, as indicated above, its
accuracy has been recently questioned [157, 158].

More molecular beam experiments, based on the Rydberg atom TOF technique were
conducted at higher energies [95, 99], even slightly above the conical intersection [97],
and in all cases the measurements were in good agreement with the results of non GP
QM or QCT calculations on the available ab initio PESs [14–17, 100]. Additionally,
detailed QCT calculations on the BKMP2 PES at these high collision energies
showed that the number of reactive trajectories surrounding the conical intersection
and thus the likelihood of GP effects in a QM calculation, is indeed very small,
�0.3% at 2.2 eV and 1.4% at 2.67 eV [205]. Only for trajectories at 2.3 eV collision
energy and D2 molecules excited into v¼ 1 this percentage starts to be significant (5%).

The absence of detectable GP effects in all the high resolution experiments motivated
further calculations. In recent times Kendrick has carried out a thorough theoretical
investigation of the role of the geometric phase on the reactivity of the HþH2

system and isotopic variants [125–128]. GP calculations within the vector potential
(VP) approach were applied to the HþD2 reaction at Ecol¼ 1.29 eV [125]. These
calculations showed that geometric phase effects cancel out in all of the state resolved
integral and differential cross sections for all energies, when the contributions of odd
and even values of the total angular momentum are added together. The study was
done for J � 5 and the cancellation was found for both the LSTH and BKMP2
surfaces. The author pointed out that the cancellation appears to be due to symmetry
properties and should be independent of the potential energy surface and hold for all J.
In a subsequent work, Kuppermann and Wu [119] contested this conclusion by present-
ing new calculations at the same collision energy, converged until J¼ 46, on the same
two PESs. The calculations showed agreement between GP and NGP DCSs for J � 5
on both surfaces and also for higher J on the BKMP2, but appreciable differences
between GP and NGP DCSs appeared for the higher J values on the LSTH in accor-
dance with the earlier results of the authors [90]. The GP calculations used the double
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boundary condition (BC) method, as did all the previous calculations by Wu and
Kuppermann, but the two formulations (BC and VP) are mathematically equivalent.

However, Kendrick [128] pointed at deficiencies in the methodology of Kuppermann
and Wu and stressed the previously mentioned disagreement between the NGP v0, j 0

state resolved DCSs from Wu and Kuppermann [90] and those from experiment [92]
and from calculations by other groups, including new results by himself [63, 87, 89,
126], and suggested that the calculations of Kupperman and Wu contain some errors
that have to be resolved [128].

Kendrick [127] has also investigated the DþH2(v, j)!HD(v0, j 0)þH reaction in the
0.4–2.32 eV total energy range. GP and NGP calculations were performed on the
BKMP2 PES for J � 34. For the GP calculations BC and VP approaches were used
and led to the same results, as expected. Geometric phase effects were again found to
cancel out when odd and even J values were added together to compute integral
and differential cross sections. In particular the products’ rotational distribution was
calculated for the DþH2(v¼ 1, j¼ 1)!HD(v0 ¼ 1, j 0)þH reaction at a total energy
of 1.8 eV, corresponding to the conditions of the experiment of Kliner et al. [60]. The
GP and NGP rotational distributions were indistinguishable and in good agreement
with the results of previous NGP calculations [62, 64, 65, 78] and were at variance
with the experimental data [60] and with the GP calculations of Kuppermann and
Wu [78], as shown in the bottom panel of figure 24. This new results questioned
both the earlier GP calculations and the experimental measurements, that were also
controversial from the experimental point of view [61]. As suggested by Kendrick
[128], a confirmation of this experiment is needed in order to resolve the remaining dis-
crepancies between theory and experiment. Till now, all the higher resolution Rydberg
‘tagging’ experiments which have been carried out at a high number of collision energies
between 0.4 and 2.67 eV (total energies �0.6–2.86 eV) are in excellent agreement with
the results of NGP theoretical calculations [79, 91, 92, 95–99, 101–104].

Recently, the influence of the geometric phase on the reactive dynamics of the HþH2

system has been estimated with a different approach. Juanes-Marcos and Althorpe [206]
have computed wave packets in hyperspherical coordinates for the HþH2 (v¼ 0,
j¼ 0)!H2þH reaction over the 0.75–2.02 eV collision energy range without including
the GP. For the conditions investigated, the wave packet failed to encircle the conical
intersection and the authors concluded that this weakened the case for strong GP effects,
but did not rule them out entirely. More recently [207], however, these authors have
carried out wave packet calculations on the HþH2 reaction over the 0.4–2.5 eV total
energy range using the BKMP2 PES, both with and without the inclusion of the
geometric phase effect. In this work they incorporated the VP approach into the
Jacobi Hamiltonian. The results show very good agreement with those of Kendrick
[128] predicting that GP effects show up in the state-to-state reaction probabilities but
cancel exactly when partial waves are summed to obtain the integral cross
section. Since the two methods are very different, it is unlikely that the coincidence
between the corresponding results can be fortuitous. Therefore it can be stated that
GP effects do not have any influence on the ICS, in contradiction with the conclusions
of Kuppermann and Wu [119]. Juanes-Marcos and Althorpe have found that very
small GP effects could be at best observable in the state-to-state DCSs above 1.8 eV, espe-
cially in the HþH2 variant of the reaction, in a hypothetical high resolution experiment.
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Although the presence of observable GP effects in the dynamics of the HþH2 reac-
tion cannot be entirely excluded, in the light of the present evidence, the high expecta-
tions raised from the first theoretical studies [77, 78] have not been fulfilled to date in
spite of the extensive experimental work of the last decade. Instead of being frequent
for energies approaching that of the conical intersection, GP effects seem to be
rather elusive. At present no unquestioned experimental evidence exists and recent
theoretical work [128] indicates that they should cancel out in observable integral or
differential cross sections at least for isotopic variants with dissimilar atoms. The
emphasis is now laid on the identification of GP resonances that depend critically on
the features of the PES and that might even be too short lived to be experimentally
detectable [119].

Apart from the debated geometric phase effects, non-adiabatic transitions in the
region of proximity of the two electronic surfaces are also a possibility at high
enough collision energies. The highest collision energy accessed till now in a Rydberg
‘tagging’ experiment [97] is 2.67 eV, corresponding to a total energy of 2.86 eV, slightly
above that of the conical intersection (�2.7 eV). The experimental data could be well
reproduced by means of QCT calculations on the LSTH and BKMP2 ground state
PESs. Mahapatra et al. [134] have recently reported the results of a time-dependent
wave packet calculation of the dynamics of the HþH2 reaction for energies extending
up to the onset of the three-body dissociation (4.74 eV) considering the ground and
first excited DMBE PESs. These calculations, restricted to J¼ 0, found no noticeable
effect of the conical intersection on the reaction dynamics. The absence of significant
non-adiabatic crossings for this system is not too surprising. At the high collision
energies of these studies triangular configurations of the nuclei do contribute to reactive
scattering, but the region of configuration of the three nuclei for which the two elec-
tronic states are nearly degenerate is very small and slight deviations from the D3h

symmetry cause a large splitting of the two electronic surfaces making non-adiabatic
transitions unlikely.

7. Rotational distributions of reactive and inelastic scattering

The dynamical relevance of the rovibrational state distributions of the product molec-
ules in the HþH2 reaction has been repeatedly stressed in the previous sections. In the
following we will comment on recent and sometimes controversial studies pertaining
to the last five years.

In 2000, Zare and co-workers were able to measure the rotational distribution of the
HþD2 !HD(v0 ¼ 3, j 0)þD reaction at 1.64 eV collision energy using the photoloc
technique [106] (see Section 3 for details). In these experiments, the expansions pro-
ducing the molecular jets were not strong enough to fully relax the internal degrees
of freedom of the D2 molecules and, thus, different rotational states of the D2(v¼ 0)
reagent molecules contributed to the reaction. The measurements were compared
with the results of QCT calculations carried out on the BKMP2 PES simulating
the experimental D2 rotational population in the beam. A good agreement between
theory and experiment was found, although the QCT distribution was slightly hotter
than the experimental one, a feature that had been observed in many previous
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comparisons with experimental and QM results and that has been attributed to the
histogramatic method employed to assign quantum numbers to the product molecules
in the QCT method.

In a subsequent study published in 2004, Zare and co-workers measured rotational
distributions for the same HþD2 !HD(v0 ¼ 3, j 0)þD reaction at eight different col-
lision energies in the range 1.49–1.85 eV [113]. Using a previous measurement of the
state-resolved excitation function for this reaction [111], it was possible to determine
the relative reaction cross section as a function of both collision energy and product
rotational quantum number j 0. The experimental results were compared with TI and
TD QM scattering calculations carried out at all the experimental collision energies
on the BKMP2 PES. Surprisingly, it was found that the two QM calculations yielded
significantly colder rotational distributions than experiment, specially at the highest
collision energies, as shown in figure 26. The rotational distributions calculated by
the TI and TD QM methods are practically indistinguishable.

The TI and TD QM calculations were performed only for the reaction with
D2ðv ¼ 0, j ¼ 0Þ molecules, although, as indicated in the preceding paragraph, rotation-
ally excited D2 molecules up to j¼ 2 were participating in the experiment. In order to
account for the possible effect of reagent rotation on the measured rotational distribu-
tions, QCT calculations for the reaction with D2ðv ¼ 0, j ¼ 0–2Þ molecules were per-
formed at 1.64 and 1.85 eV collision energies. In addition, the histogramatic method
usually employed in QCT calculations for the assignment of rovibrational quantum
numbers to the product molecule, was replaced by a recently developed gaussian
binning procedure [113]. This gaussian binning procedure has proved to be superior
for the correct description of the QCT results and gives rotational distributions in
better agreement with accurate QM scattering calculations, specially for thermoneutral
or slightly endothermic channels of a given reaction. The implementation of the
method, which is based in an original idea by Bonnet and Rayez [208], has been
described in detail in several works where QCT and accurate QM calculations have
been compared for a series of insertion reactions [209, 210]. In this binning method,
a gaussian function centered at the quantal action and with a given width is used to
weight the trajectories following the criteria that the closer the vibrational action of a
given trajectory to the nearest integer, the larger the weighting coefficient for that
trajectory. The good behaviour of the method for the hydrogen exchange reaction
was demonstrated in [113]. In addition, it was shown that, for this reaction, reagent
rotational excitation has little effect on the product rotational distributions. Thus,
reagent rotational excitation in the molecular beam cannot explain the measured
hotter rotational distributions in comparison with the exact QM calculations.

Careful checks were performed in the measurements to rule out any experimental
artifact producing the hotter rotational distributions [113] and it was concluded that
deficiencies in the adiabatic PES or the absence of non-adiabatic effects in the theore-
tical treatment were most probably responsible for the observed disagreement.
Nevertheless, TI QM calculations on the latest, highly accurate, CCI PES [158] at
1.85 eV collision energy show, as expected, an almost perfect agreement with those per-
formed on the BKMP2 PES (see figure 27 and discussion at the end of Section 3).
Furthermore, as commented on in the previous section, the most recent calculations
indicate that geometric phase or non-adiabatic effects are not expected to affect
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Figure 26. Experimental and TI and TD QM rotational distributions for the HþD2ðv ¼ 0, j ¼ 0Þ !HD(v0 ¼ 3)þD reaction over the 1.49–1.85 eV range of
collision energies [113]. Both QM calculations were performed on the BKMP2 PES. Black squares with error bars: experimental results. Blues squares: TI QM
results. Red circles: TD QM results. For most collision energies, TI and TD rotational distributions are indistinguishable. The experimental distributions have been
scaled to the theoretical ones. Adapted from figure 4 of [113].
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substantially the dynamics of the hydrogen exchange reaction, even at the highest colli-
sion energies investigated thus far.

The disagreement found between theory and experiment for the v0 ¼ 3 rotational
distributions becomes even more intriguing considering the results of a subsequent
work, in which the rotational distributions for the HþD2!HD(v0 ¼ 2, j 0)þD reac-
tion were measured at nine collision energies in the 1.30–1.85 eV range, using exactly
the same experimental methodology [112]. As can be seen in figure 28, a very good
agreement was found, in this case, between the experimental data and TI and TD
QM scattering calculations. No clear explanation for the observed disagreement is
available up to date and more experimental and theoretical work would be necessary
to disentangle this paradox.

Figure 27. TI QM rotational distributions for the HþD2ðv ¼ 0, j ¼ 0Þ !HD(v0 ¼ 3)þD reaction
calculated on the BKMP2 and CCI PESs at 1.64 eV and 1.85 eV collision energies. The results obtained on
both versions of the PES are practically indistinguishable.
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Figure 28. Same as in figure 26 but for the HþD2ðv ¼ 0, j ¼ 0Þ !HD(v0 ¼ 2)þD reaction over the 1.30–1.89 eV range of collision energies [112]. The
experimental distributions have been scaled to the theoretical ones. Adapted from figure 6 of [112].
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Inelastic scattering in HþH2 collision has received comparatively little attention.
Only relatively scarce studies [54, 56, 57, 67] have been devoted to this process.
However, it is very relevant for the general understanding of the molecular interactions
involved in reactivity. At low collision energies, inelastic scattering can yield important
information about the van der Waals well and the long range forces in the entrance
channel. At collision energies above 1.2 eV, at which the reactive cross section levels
off for most of the isotopic variants of the reaction, recrossing collisions may play an
important role, especially for the production of vibrational excitation.

Recent experiments by Zare and co-workers [211] have determined the rovibrational
product state distribution for HþD2 inelastic scattering at 1.55 eV and 1.85 eV collision
energies using the same photoloc technique described already in Section 3 for the mea-
surement of reactive collisions. In this case, the D2 molecules inelastically scattered into
a given v0, j 0 state are detected. The experimental results were compared with TI and TD
QM scattering and QCT calculations carried out on the BKMP2 PES.

As a result of the homonuclear character of the target molecule, inelastic transitions
with �j odd have a null probability. Thus, inelastic collisions have a negligible prob-
ability of interconversion between ortho and para D2. To account for the �j even
parity rule in the QCT calculations, the assignment of final rovibrational states of
the D2 molecule was made determining first v0 and j 0 in the standard way, rounding
to the nearest integer the real semiclassical values of v0 and j 0. If the resulting integer
j 0 corresponded to a �j ¼ j 0 � j even, the rotational number was taken to be j 0, if �j
was odd, the final rotational number was taken to be j 0 þ 1. The cross sections resolved
in final vibrational states for inelastic collisions are the same for ortho and para D2,
that is, starting in j¼ 0 or j¼ 1. Accordingly, the experiment yielded a ortho:para
ratio of 2:1 within each vibrational manifold, just reflecting the statistical distribution
of these species in the reagents. All the theoretical calculations confirmed this
experimental finding [211].

The rotational distributions for the process HþD2 !HþD2(v
0 ¼ 1, 2, j 0) are shown

in figure 29, where the experimental (relative) cross sections have been scaled to the TI
QM results. As can be seen, the agreement of the experimental data with the theoretical
results is very good, except for few minor details. As in the reactive case, both TD (not
shown) and TI QM methodologies yield practically identical results [211]. The QCT
cross sections are almost in quantitative agreement with the experimental and QM
data. It should be noticed that if the experimental rotational distributions would
have been scaled to the QCT data, the agreement with the latter would be almost as
good as with the QM cross sections.

One of the discrepancies between the experimental rotational distributions and the
theoretical ones is that the former are slightly hotter than the latter. This is due to
the fact that the theoretical calculations represented in figure 29 are for D2 in j¼ 0,
whereas, as in the reactive experiments (see above), higher rotational states are present
in the molecular beam. Figure 30 shows the comparison between the experimental data
and the QCT calculations assuming a D2 rotational temperature of 150K, at which the
j¼ 0 and j¼ 2 rotational states have a similar contribution while that from higher j
states is negligible. In this case, the experimental cross sections have been scaled to
the QCT data. As can be seen, the agreement between the two sets of results is very
good and improves slightly with respect to those shown in figure 29.
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When the rotational distributions of inelastic and reactive scattering are compared
for the same final vibrational quantum number of D2 and HD, two main features
are observed. First, the absolute values of the cross sections are considerably larger
for inelastic scattering, clearly indicating that inelastic scattering competes favourably
with reactive scattering. Second, the rotational distributions for reactive scattering
are much hotter than those corresponding to inelastic scattering. As a general trend,
for inelastic scattering, the fraction of the total energy going into rotation at a given
v0 state, decreases slightly as collision energy increases. In addition, as v0 grows, the frac-
tion of energy going into rotation increases slightly, in contrast with the results
obtained for reactive scattering.

One of the main differences between inelastic and reactive scattering is the maximum
impact parameter implied. A value of bmax¼ 1.3 Å is sufficient to encompass all
reactive scattering, and this value does not change from Ecol � 1.2 eV up to 2.67 eV.
In contrast, bmax becomes 1.8 Å for inelastic scattering at 1.85 eV collision energy.
Figure 31 shows the TI QM and QCT inelastic and reactive probability as a function
of total angular momentum, i.e. the opacity functions, for production of D2 and HD
in v0 ¼ 1–3 from HþD2(v ¼ 0, j ¼ 0) collisions. It is apparent that reactive scattering
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Figure 30. Rotational distributions at the indicated collision energies and vibrational manifolds for
HþD2ðv ¼ 0, j ¼ 0, 2Þ inelastic scattering. Black circles: experimental measurements. Red triangles: QCT
results obtained on the BKMP2 PES considering the contribution from collision with D2ðv ¼ 0, j ¼ 0, 2).
The experimental distributions have been scaled to the theoretical ones.
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takes place at lower orbital angular momenta than inelastic scattering for a given v0

state of the D2 or HD products. As an example, for the formation of HD(v0 ¼ 1),
one finds Jmax¼ lmax¼ 33 (bmax¼ 1.28 Å), whereas Jmax extends to 40 (bmax¼ 1.5 Å)
for the excitation of D2 to v0 ¼ 1 in inelastic collisions. In addition, the reaction prob-
ability is higher at low J for reactive collisions leading to a given HD(v0) state than for
the production of the corresponding vibrationally excited D2ðv

0Þ in inelastic collisions.
The exception is v0 ¼ 3, the highest HD state accessible at this collision energy, were
both probabilities are similar. Therefore, low impact parameters (low J) tend to
promote reaction, whereas, high impact parameters (high J) promote inelastic transi-
tions with vibrational excitation.

The agreement between QCT and QM vibrationally state resolved opacity functions
is somewhat better for reactive scattering than for inelastic scattering, where the

0 10 20 30 40
0.00

0.05

0.10

0.15

Reactive

 QCT

 QM

Inelastic

H+D2(v=0, j=0)

v′=1

v′=1

v′=2

v′=2

v′=3

v′=3

P
(J

)
P

(J
)

Total angular momentum, J 

0 10 20 30 40

Total angular momentum, J 

0.00

0.05

0.10

0.15

0.20

Ecol=1.85 eV

Figure 31. Vibrationally state resolved QCT and QM opacity functions, P(J), for inelastic (top panel) and
reactive (bottom panel) HþD2ðv ¼ 0, j ¼ 0Þ collisions at 1.85 eV collision energy.
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accordance is only qualitative. In the case of reactive scattering, the QCT reaction prob-
ability at low J is slightly larger than the QM one, whereas the opposite is true at inter-
mediate J (10–25). For inelastic scattering, although the values of PðJ ¼ 0Þ are in very
good coincidence for the various v0 states, the QCT calculations predict a quicker rise of
P(J) with J giving rise to a bump at intermediate values of J, which is absent in the QM
calculations. At higher J values, the QCT inelastic probabilities decrease more rapidly
than the QM ones, whose maxima appear at higher J values. In addition, the range of J
values that give rise to excitation into v0 ¼ 1 is larger in the QM calculations.

Although the opacity functions provide a valuable clue for the understanding of the
mechanism that produces either inelastic excitation or reaction, it does not contain
all the necessary information. The higher impact parameters and thus higher orbital
angular momenta involved in the inelastic vibrational excitation would seem to lead
to a larger rotational excitation than that produced in the reactive collisions.
However, just the opposite is observed in both the theoretical and experimental results.
A further point is the investigation of the role played by the recrossing mechanism in
the vibrational excitation of the D2 molecule [212]. In classical mechanical terms,
recrossing takes place when a given trajectory goes over the barrier into the product
valley but returns to the reagent valley without reacting. A ‘recrossing trajectory’ in
a AþBC collision can be defined as that for which the incoming RAB (or RAC) inter-
nuclear distance becomes smaller than the corresponding value at the transition state,
whereas that of the initial diatom, RBC becomes larger. For a symmetric system as H3,
a recrossing trajectory occurs when at least once RAB (or RAC) is smaller than RBC and
the trajectory is not reactive. At the collision energies commented on in this section, it is
expected that recrossing would play an important role, and this is indeed what is
observed, as shown in figure 32. The general trend is that low impact parameters are
more prone to produce recrossing trajectories than higher b. For v0 ¼ 1, direct scatter-
ing, i.e. without recrossing, has a larger contribution to the total yield than that from
recrossed trajectories. For v0 ¼ 2, and especially for v0 ¼ 3, recrossing becomes the
predominant mechanism. It is clear from these data that the bumps observed in the
different v0 state resolved P(J)s are due, almost exclusively, to recrossing trajectories.
The more direct scattering is confined at high values of J.

By comparing the QM and QCT P(J)s shown in figure 32, it can be concluded that
recrossing is overestimated in the classical calculations. In the QM case, part of this
scattering probably becomes reactive. Additionally, direct, non-recrossing, scattering
seems to be more important in promoting the vibrational excitation. A clear cut quantal
definition for this effect as that used in the classical context, does not exist. In this sense,
it would be necessary to define which fraction of the wavefunction has already traversed
the dividing surface between reagents and products in order to define the QM counter-
part of the classical recrossing. Nonetheless, it is clear that recrossing plays an
important role in the vibrational excitation of the D2 molecule in inelastic collisions.

Another variable which can be also examined in the classical trajectories is the angle
of attack. It has been found that the initial angle of attack, at sufficiently large
distances, is essentially uncorrelated with the tendency to produce vibrational excitation
in inelastic collisions [212]. This is not surprising, since, at the collision energies
considered, large impact parameters are involved in the inelastic vibrational
excitation, and the centrifugal forces in the region of close approach are very important.
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The examination of the inelastic trajectories indicates that orientation by the PES and
long range forces do not play an important role at these high collision energies.
Trajectories run without any potential are practically indistinguishable from those
with the actual potential almost to the point of closest approach, i.e. when the repulsive
forces of the potential are experienced by the incoming atom. However, the angle at the
closest approach distance reveals that the more collinear is the collision, the greater
becomes the vibrational excitation. Head-on collisions lead preferentially to inelastic
scattering. This is especially the case at low impact parameters. The centrifugal
forces provide a kinematical orientation, and, if the collision takes place with a collinear
configuration, the system, with a large radial energy, overcomes the transition state, hits
the inner repulsive wall and recrosses back to the reagent valley. At sufficiently high
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Figure 32. Vibrationally state resolved QCT and QM opacity functions, P(J), for inelastic HþD2

ðv ¼ 0, j ¼ 0Þ collisions at 1.85 eV collision energy. The contribution from recrossing (dotted lines) and
non-recrossing (dashed lines) trajectories in the QCT calculations are depicted.

182 F. J. Aoiz et al.

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
2
0
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



impact parameters, however, the trajectories can be more glancing. In the course of the
approach the system looses most of the radial energy and there is not enough energy
along the line-of-the-centers to overcome the barrier to reaction.

Undoubtedly, more experiments and further calculations are needed to understand
the mechanism of inelastic scattering leading to vibrational excitation of the molecule.
The use of the plane wave technique [131], so successfully employed in revealing the
details of reactive scattering from a QM point of view, may also shed light into
the mechanism of vibrational excitation and the actual role of the recrossing process.

8. Conclusions and outlook

Cumulative investigations over decades have produced a very large body of data
about the hydrogen-atom exchange reaction. Thermal rate constants derived from
bulk measurements are available between roughly 200 and 2000K, and the results of
dynamical (single collision) experiments span now the approximate 0.4–2.7 eV collision
energy range. From a theoretical point of view various PESs, based on ab initio calcula-
tions of high accuracy, have been constructed and thorough QM and QCT calculations
of the reaction dynamics have been performed on these surfaces. As a result of these
combined efforts the essential characteristics are now very well known.

The hydrogen nuclei can be considered to move on an adiabatic, repulsive PES with a
high barrier even in the most favourable orientation, which corresponds to a collinear
arrangement. Consequently, the reaction has a large threshold and a small cross section
and proceeds via a direct recoil mechanism, without formation of long lived complexes.
Close to threshold the center-of-mass scattering of the product molecules is restricted to
a narrow angular range around the backward direction with respect to that of the
incoming atom, but as the collision energy increases, non-collinear configurations
participate also in the reaction and the range of scattering angles becomes broader.
Vibrational excitation of the reagent molecule lowers appreciably the reaction threshold
and leads to a great enhancement of the thermal rate constants. In contrast, rotational
excitation has a dual role. In the post threshold region, it can either reduce or enhance
reactivity by influencing the relative orientation of the collision partners en route to
reaction. The effects of rotation depend on the actual degree of excitation, the collision
energy and the mass combination of the reagents.

Whereas these results were already obtained in theoretical calculations between the
sixties and eighties, the experimental verification took much longer and many of
the details have only been confirmed during the last ten years. Even now, some of the
mentioned features, like the interesting role of rotational excitation, have not been inves-
tigated experimentally. Good agreement between experimentally and calculated thermal
rate constants over the whole temperature range investigated was reported only in 2003.
A slight non-adiabatic correction had to be applied to the barrier height in order
to account theoretically for the lowest temperature measurements, and the earlier
experimental rate constants had to be replaced by new and more precise data at high
temperatures.

The overwhelming majority of the dynamical experimental data, and in particular
those with higher resolution yielding, since 1995, ro-vibrationally state resolved
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DCSs, can be well reproduced with QM calculations on the various versions of the
ground state Born–Oppenheimer PES. The good general behaviour of the QCT
method for the description of the experimental results further shows, that the dynamics
of the nuclear motion is to a great extent classical. Isolated discrepancies between
experiment and theory are still to be solved, but it is unlikely that they will change
appreciably the global picture of the dynamics already available.

With the improvement in the theoretical methodology and the increase in the experi-
mental resolution, an intensive search for QM effects started about fifteen years ago.
However, except for tunnelling in the low temperature rate constants of some of the
isotopic variants, purely QM effects seem to play a very small role in the global
dynamics. Attempts to identify scattering resonances in the energy evolution of the
integral cross sections have failed repeatedly. Forward peaks in the experimental
state-resolved DCSs were associated with delayed scattering and tentatively attributed
to Feshbach resonances. However, delayed scattering leading to forward peaks was
also obtained in classical calculations and a more thorough analysis of the QM results
established that they corresponded rather to a threshold effect. Oscillations in the
collision-energy dependence of state-resolved backward scattering have been also
experimentally observed and explained in terms of interferences of different quantized
transition-state pathways. Nevertheless, similar oscillations were also obtained in QCT
calculations. Finally, after more than a decade of debate, there is still no clear
undisputed evidence of observed geometric phase effects related to the existence of a
conical intersection between the two first potential energy surfaces of H3.

In spite of the intensive studies of the last decades, there are many prospects for
future work on the title reaction. In the first place, all methodological developments
in the field of reaction dynamics continue to use HþH2 as a benchmark (see for
instance [213, 214]). Besides, the just mentioned discrepancies and doubts of inter-
pretation should be clarified, especially those concerning the possible identification of
geometric phase effects and the characteristics of quantum bottleneck states. In this
respect, the QCT oscillations in backward scattering should be investigated more
deeply. In addition, the influence of the internal (ro-vibrational) energy of the reagents
in the reactivity and, in particular, that of rotational excitation, deserves a more
thorough experimental study.

There are other aspects of the reactivity of the H3 system, addressed by different
groups, though in general not so thoroughly studied as those discussed in the previous
sections. They involve usually more extreme temperatures or energies than those con-
sidered till now. Before closing the review some of these studies will be briefly mentioned.

The transition state of the HþH2 reaction can also be accessed from the higher elec-
tronic levels of H3. The lowest potential energy surface of H3 is repulsive, as discussed
throughout this review, and has thus a dissociative character, but the molecule has a
series of bound excited states consisting of a core formed by the stable Hþ3 ion and
an outer Rydberg electron that contributes only weakly to the bond. Work on the
H3 molecule until 1990 is reviewed in [11]. The two lower PESs of H3 are degenerate
for D3h, where they correlate with the ð2pÞ1E0 electronic state [215]. An atomic displace-
ment leading to a symmetry lowering lifts the degeneracy and gives rise to the already
mentioned conical intersection. The two lower potential surfaces are often referred to as
the two sheets of the ground electronic state. The lower sheet correlates asymptotically
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to HþH2ðX
1�þg Þ and is the one relevant for the chemical reactivity discussed in the

previous sections, and the upper sheet correlates to HþH2ðb
3�þu Þ, which leads to

dissociation into three hydrogen atoms.
The Rydberg states of H3, which correspond to equilateral triangle nuclear geo-

metries, decay by UV emission and can provide valuable information about the proper-
ties of the ground state in the vicinity of the conical intersection. In 1994, Bruckmeier
et al. [216] identified two broad maxima in the emission spectrum, that were attributed
to decay into the two sheets of the ground state. Subsequent theoretical work by
Köppel and co-workers [217, 218] using a time dependent wavepacket formalism
could reproduce the spectra very well and lead to an extremely fast (�5 fs) decay
from the upper to the lower sheet, indicating a very effective non-adiabatic coupling
between them. This coupling corresponds to the D3h nuclear symmetry obtained
directly in Frank-Condon transitions from the excited state. As indicated previously,
non-adiabatic processes between the two lower surfaces (sheets) are unimportant for
other geometries. Further studies on the decay from different Rydberg states, including
an analysis of the different dissociation pathways, are providing much insight about the
dynamics of internal conversion and non-adiabatic coupling mechanisms in H3 (see for
instance [219, 220] and the references cited therein and in [170]).

Reactive and inelastic collisions for HþH2 at very low temperatures have been inves-
tigated theoretically by means of transition state theory and QM calculations [221–223].
The calculations stressed the crucial role of the attractive van der Waals interactions in
the calculated cross sections. Below a few K, the theoretical rate coefficients tended to
vary slowly or to remain nearly constant in approximate accordance with Wigner’s
threshold law [224]. Some of these results were compared in a rough way to experimen-
tal measurements of hydrogen atom exchange processes in the solid phase [225]
and qualitative agreement was found. The recent developements in the trapping of
ultracold atoms and molecules [226, 227] open, at least in principle, new possibilities
for a rigorous comparison between theory and gas-phase experiments in this very
low temperature range, of great interest for the interstellar medium.

Pioneering experimental work on the reactive scattering of highly excited hydrogen
Rydberg atoms with D2 molecules has also been reported [228]. These first results,
which open an interesting new field, show that the dynamics of the process is similar
to that of the Hþ þD2 ion molecule reaction, which suggests that the Rydberg electron
behaves practically as a spectator during the reactive encounter.

We have not covered the subject of vector correlations for the H3 system, which
deserves to be treated at length. The information provided by the study of the spatial
direction of the reactant rotational angular momentum on the reactivity and the result-
ing polarization of the rotational angular momentum of the products can be of crucial
importance for the understanding of the dynamics of a given reaction. There have been
some studies on the so called k-k0-j 0 correlations [120, 121], where k, k0 and j 0 are the
directions of the initial and final relative velocities and of the products’ angular momen-
tum, respectively. It was shown there, that the HD emerging from the reaction is not
only strongly aligned but also oriented. Similarly, present theoretical studies on the
role of the polarization of the initial rotation [229] indicate that the various dynamical
observables are strongly affected and, to a large extent, controlled by the polarization
of j. More work is guaranteed on this subject in the near future.
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All the open issues and less explored paths mentioned in the previous paragraphs
warrant further theoretical and experimental studies on the dynamics of the simplest
chemical reaction.
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[94] F. J. Aoiz, L. Bañares, and V. J. Herrero, J. Chem. Soc., Faraday Trans. 94, 2483 (1998).
[95] E. Wrede, L. Schnieder, K. H. Welge, F. J. Aoiz, L. Bañares, and V. J. Herrero, Chem. Phys. Lett. 265,
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F. J. Aoiz, L. Bañares, and J. F. Castillo, J. Chem. Phys. 121, 6587 (2004).
[212] F. J. Aoiz, et al., unpublished results.
[213] W. H. Miller, Y. Zhao, M. Ceotto, and S. Yang, J. Chem. Phys. 127, 337 (2003).
[214] M. Baer, T. Ve’rtesi, G. J. Halasz, A. Vibok, and S. Suhai, Faraday Disc. Chem. Soc. 119, 1329 (2004).
[215] H. F. King and K. Morokuma, J. Chem. Phys. 71, 3213 (1979).
[216] R. Bruckmeier, C. Wunderlich, and H. Figger, Phys. Rev. Lett. 72, 2550 (1994).
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